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1. **Euler Products**

No go: 99% of the 'proofs' of RH that are submitted to the Annals (about 3 per week) can be rejected on the basis that they only use the functional equation (F.E.)

\[ \Lambda(s) = \pi^{-s/2} \Gamma(s/2) \zeta(s) = \Delta(1-s) \]

So that the proof would apply equally well to linear combinations

\[ F(s) := \sum_{j=1}^{n} c_j L(s, \chi_j), \quad n \geq 2 \]

where \( L(s, \chi_j) \) are L-functions with the same F.E.

- It is known (Davenport-Heilbronn) that non-trivial linear combinations have zeros off \( \operatorname{Re}(s) = \frac{1}{2} \).

- One expects that such \( F(s) \) still have 100% of their zeros on \( \operatorname{Re}(s) = \frac{1}{2} \);

Selberg, Bombieri/Hejhal, ...
To remedy this no go, Selberg introduced what is called today "Selberg's class of Euler products". While interesting from an axiomatic point of view, it is not intrinsic, especially since the only known members are L-functions coming from automorphic forms:

$L(s, \pi)$ or more generally $L(s, \pi, \rho)$, where $\pi$ is an automorphic cuspidal representation of $GL_n$ and $\rho$ a finite dimensional representation of $\hat{G}$ ($G = GL_n$).

- The $L(s, \pi)$'s all have analytic continuations and functional equations $s \rightarrow 1-s$, $\pi \rightarrow \hat{\pi}$ (the contragredient), Jacquet-Godement.

  They all have an expected GRH.

- A key point is that there are only countably many such $\pi$'s, so that the L-functions are 'rigid' (probably a necessary condition for GRH to hold).

- The F.E. which is a consequence of the additive theory and the Euler product which comes from the multiplicative structure are difficult to study simultaneously.
2) WHAT IS KNOWN TOWARDS GRH?

All methods are based on positivity.

- Hadamard/de la Vallée Poussin: \( \zeta(s) \neq 0 \), \( \text{Re}(s) = 1 \).

\[
L(s, \pi \times \bar{\pi}) = \zeta(s)^2 \lambda(s, \pi \times \bar{\pi})^2 \lambda(s+it_0, \pi) \lambda(s-it_0, \bar{\pi}) \lambda(s+2it_0, \pi \times \bar{\pi}) \lambda(s-2it_0, \pi \times \bar{\pi})
\]

(has positive coefficients)

\[
\prod \Gamma(1 \pm \alpha \pm \beta) \Gamma(1 \pm \alpha \mp \beta).
\]

\( L(s, \pi_1 \times \pi_2) \) is the Rankin-Selberg L-function

\[ \Rightarrow L(s, \pi) \neq 0 \text{ for } \text{Re}(s) = 1; \text{ standard zero free regions in terms of conductor of } \pi. \]

- For say \( \zeta(s) \) one can make small (but hard earned) improvements giving upper bounds for \( \zeta(1+it) \) using Vinogradov's mean value estimates. Recent progress on the latter does not yield much here.

EISENSTEIN SERIES AND POSITIVITY:

This is the most powerful method to date on GRH.

The spectral theory of Eisenstein series for general \( G/ \mathbb{Q} \) (Selberg/Langlands) shows that the constant term along a (maximal) parabolic subgroup has no poles on the unitary axis; this is a consequence of the Maaß-Selberg inner product.

\[ \Rightarrow L(s, \pi, \rho) \neq 0 \text{ for } \text{Re}(s) = 1 \text{ for all known cases.} \]
The above can be made effective (Gelbart–Lapid–Sa) and even achieve standard zero free regions (Sa, Goldfeld/Li–Humphries).

To illustrate why this method is more powerful at least at present consider

\[ L(s, \pi, \text{sym}^q), \pi \text{ on } GL_2/\mathbb{Q}, \]
\[ \rho = \text{sym}^q \text{ of } GL_2(\mathbb{R}), \text{ Euler product of degree } 10. \]

It is not known to converge in \( Re(s) > 1 \)

(we don't know the Ramanujan conjectures)

Yet the Eisenstein series positivity applied on \( G = E_8 \) shows that

\[ L(s, \pi, \text{sym}^q) \neq 0 \text{ for } Re(s) = 1 \]

with an explicit zero free region!
3). Positivity at the central point (Eisenstein series)

π Self dual, \( \pi = \overline{\pi} \), \( L(3, \pi) \) is real for \( s \) real.

\( \text{GRH } \Rightarrow L\left( \frac{1}{2}, \pi \right) \geq 0 \).

- The value \( L\left( \frac{1}{2}, \pi \right) \) (if \( E(\pi) \) root number is \( 1 \)) has arithmetic meaning for certain \( \pi \)'s (Birch/Swinnerton Dyer conjectures and generalizations).
- Another feature at \( s = \frac{1}{2} \) is that \( L \) can vanish to order bigger than \( 1 \) (BSD).

For \( \pi = \overline{\pi} \), \( \pi \) is symplectic if \( L(5, \pi, \Lambda^2) \) has a pole at \( s = 1 \).

- (Lapid-Rallis) \( \pi \) symplectic \( \Rightarrow L\left( \frac{1}{2}, \pi \right) > 0 \) (includes all known cases).

Again this is derived from a positivity of Eisenstein series (residues) on a corresponding symplectic group (Maass-Selberg inner product).

- The potential use of Eisenstein series for \( SL_2 \) and their values at CM points has been examined spectrally by Garret/Bombieri, and earlier Deuring class numbers, pseudo cusp forms; Hejhal, Colin de Verdiere.
4. Function Theory (Polya, ...)

No Go Problem (for zeta itself one might argue that Hamburger's theorem rigidifies the problem)

\[ \Phi(t) = \sum_{n=1}^{\infty} \left( 2n^4 \pi^4 e^{-3n^2 \pi e^{st}} \right) \exp(-\pi n^2 e^{4t}) \]

= \Phi(-t) \geq 0 (F.E. Riemann)

(The last positivity is very rare for an automorphic L-function, in fact there may only be finitely many such SA / J. Jung)

Riemann's \( \exists \) function is the Fourier transform

\[ \exists \left( \frac{x}{2} \right) = 8 \int_{0}^{\infty} \Phi(t) \cos(x t) \, dt \]

\[ \Phi(t) \ll \exp\left( \frac{9Ht}{2} - \pi e^{21t} \right), \quad \text{for} \]

Set \( x = -x^2 \) and

\[ \exists_1(2) = \frac{1}{8} \exists(x) := \sum_{k=0}^{8} \frac{\gamma_k z^k}{k!} \]

A function of order \( 1/2 \)
CSORDAS-VARGA SHOW THAT

\( \text{RH} \iff \text{Real rootedness of the } k\text{-shifted Jensen polynomials of degree } n: \)

\[
G_{n,k}(x) = \sum_{j=0}^{n} \binom{n}{j} x_{k+j} x^j
\]

GRiffin-Ono-Rolen-Zagier have shown recently that for \( n \) fixed \( G_{n,k} \) is real rooted as \( k \to \infty \).

I have not seen the details but I expect that this large \( k \) can be proved for linear combinations \( f(s) \) as well.

In another direction one can try deform \( f(s) \) into a family of entire functions and follow the location of the zeros. For the constant term of Eisenstein series this was done Phillips/S deforming in Teichmüller space.

In this case the prime number theorem is stable.
DE-BRUIN / NEWMAN DEFORMATION;

\[ \zeta_b(z) := \int_{-\infty}^{\infty} \exp(\frac{izt-bt^2}{2}) \Phi(t) dt \]

Converges from (x), \( b=0 \) is Riemann's 5.

Results of Polya show that if \( b<b' \) and \( \zeta_{b'} \) is real rooted then so is \( \zeta_b \). So the question is what is the threshold \( b^* \).

The non vanishing of \( \zeta(s) \) in \( \text{Re}(s)>1 \)

\[ \Rightarrow b^* \geq -1/8. \]

Rodgers and Tao show that \( b^* \leq 0 \) (RHE \( \Rightarrow b^* = 0 \)).
5. FUNCTIONAL ANALYSIS

The functional analytic and spectral approaches are all based on the action of dilations (multiplication) $T_\lambda$, $\lambda \in \mathbb{R}^*$ (or larger abelian groups) acting on various function spaces

$$T_\lambda f(x) = f(\lambda x)$$

- Beurling, Nyman, Baez-Duarte, ... Burnol

$$\rho_\lambda(x) = \{1/x\} \in L^2(0, \infty)$$

$\text{RH} \iff$ The closed contraction invariant subspace generated by (the semi group)

$$\{T_\lambda \rho_i\}_{\lambda > 1}$$ contains $L^2(0, 1)$, in fact it suffices that it contain $\chi_{[0,1]}$.

$$\frac{\zeta(s)}{-s} = \int_0^\infty \rho_1(x) x^s \frac{dx}{x}$$
Vasyunin examined the problem of approximating \( \lambda_{[0,1]} \) with linear combinations with \( \lambda = \frac{\pi}{n}, n \in \mathbb{Z} \), and taking on binary values 0, 1. He found infinite families of solutions as well as sporadic ones — not enough to get \( \lambda_{[0,1]} \).

Bober, following an insight of Villegas which relates these constructions of Vasyunin to hypergeometrics \( {}_n F_{n-1} \) with integral coefficients and finite monodromy, shows that Vasyunin's list is complete.

While this shows that one cannot achieve this approximation with these restricted linear combinations of fractional parts, it is a beautiful connection to hypergeometrics and their monodromy and also to Chebyshev's elementary approach to the P.N.T.H.
Variations on the $T_{\lambda}$ theme lead to realizing the zeros spectrally at least at a formal level.

If we have a space of functions (or distributions) which is invariant under the group $T_{\lambda} (\lambda \in \mathbb{R}^*)$ then the eigenfunctions must be of the form

$$f(x) = x^p, \quad p \in \mathbb{C}.$$ 

The linear space $V$ on $\mathbb{R}_{>0}$ of functions

$$f_l(x) = \sum_{n \in \mathbb{Z}} f(nx), \quad f \in L(\mathbb{R}), f(0) = \bar{f}(0) = 0,$$

is $T_{\lambda}$ invariant.

The distributions $D$ annihilating $V$ is $T_{\lambda}$ invariant and from

$$\int_0^\infty \left( \sum_n f(nx) \right) x^5 \frac{dx}{x} = \delta(5) \bar{f}(5),$$

$\Rightarrow$ eigenfunctions $D$ of $T_{\lambda}$ correspond to $\delta(p) = 0.$
This is the basis of various spectral interpretations of the zeros (Connes, Berry/Keating, Bender/Brody/Müller, ...).

In the latter two there is a second order differential operator that commutes with $T_\lambda$.

- These spectral interpretations still have the no go problem.

- In the case that $\zeta(s)$ or $L(s, \chi)$ has a multiple zero these dilation operators cannot be diagonalized, this feature is an important philosophical one.\((\star)\)

- Why do we want a spectral interpretation? Linearizes our problem and as long as the linear space and operator have structure that can be investigated this could be useful.

- The 'Hilbert-Polya' idea that this linear space comes with an inner product making the operator self-adjoint is I think naive. It has not worked in other settings and does not allow for \((\star)\).
6. FUNCTION FIELDS (ARTIN, WEIL, ...)

CURVES C OVER FINITE FIELDS. THERE ARE TWO STEPS:
(i) SPECTRAL INTERPRETATION OF ZEROS THROUGH THE ACTION OF FROBENIUS ON COHOMOLOGY.
(ii) PROOF OF RH THROUGH POSITIVITY.

WEIL GAVE TWO PROOFS:
(a) GENERALIZING HASSE'S g=1 CASE, PASSING TO JAC(C) AND ANALYSING FROBENIUS φ IN END(JAC), ROSATI INVOLUTION ', TRACE(φ'φ) > 0.
(b) VIA CORRESPONDENCES ON C x C. THE Positivity COMING FROM CASTELNOUVO'S INEQUALITY ON SURFACES. BOMBIERI (1996) GIVES AN ACCOUNT WITH POINTERS TO THE EXPLICIT FORMULA (BELOW). A VARIATION OF THIS PROOF YIELDS THE Positivity DIRECTLY FROM RIEMANN-ROCH ON C x C (MATTUCK-TATE).
(c) STEPANOV'S ELEMENTARY PROOF; USES WHAT COMBINATORISTS CALL TODAY "THE POLYNOMIAL METHOD". A FEATURE OF THIS PROOF IS THAT IT GOES BEYOND THE RH - GIVING PRECIOUS INFORMATION FOR \( g > \sqrt{p} \), \( g = g(c) \).
(d) DELIGNE'S PROOF USING FAMILIES, MONODROMY, HIGH TENSOR POWER REPRESENTATIONS, POSITIVITY FROM THERE. AS YET THIS IS THE ONLY METHOD THAT HAS SUCCEEDED FOR HIGHER DIMENSIONAL VARIETIES.
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We haven't heard from RH lately.
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SWEDEN.
SPECTRAL INTERPRETATION VIA $A/\mathcal{Q}^*$ (COHEN, CONNES)

(Not obviously no go)

A ring of adeles of $\mathcal{Q}$

(additive)

$\mathcal{Q}_p \in \mathbb{Z}_p$ for a.a. $p$.

$A^*$ ring of ideles

(multiplicative)

$\mathcal{Q}_v \neq 0$, $\mathcal{Q}_p \in \mathbb{U}_p$ for a.a. $p$.

Usual spaces (Tate 'valuation vectors')

$A/\mathcal{Q}$ additive action, $A^*/\mathcal{Q}^*$ mult. action.

$A/\mathcal{Q}^*$ very singular.

In my first meetings with Paul as a graduate student (1977) he pointed to $A/\mathcal{Q}^*$ and the action $T_y: x \mapsto xy$, $y \in A^*/\mathcal{Q}^*$, $x \in A/\mathcal{Q}^*$ (multiplication over addition) and that the trace of this action leads formally to the RHS of the Riemann-Guinand-Weil explicit formula.
LHS = Sum over zeros and poles of all Hecke L-functions of $K$ (a no field) of Fourier transform of $\mathfrak{K}$

RHS = \[ \sum \int \frac{h(u^{-1})}{1 - uL} \, du \]

The technicalities around the very singular space $\mathfrak{A} / \mathfrak{Q}^*$ led Paul to study Selberg's work on the trace formula (this became my thesis topic). Cohen realized early on that to make any use of this one has to go beyond formalities in searching for the source of positivity. His thinking was certainly influenced by Weil's correspondence proof on $\mathbb{C} \times \mathbb{C}$ and Weil's quadratic functional positivity equivalence in his explicit formula (Bombieri has made an in-depth study of the last).
Over the years he tried many variants for the space $A^*/Q^*$ mostly combinatorial, some of which made contact with sieve theory. Connes (1999) put forth a precise interpretation in terms of this $A^*/Q^*$ action and its trace. The Sobolev spaces that he used, do not allow for zeros off the line, nor a high multiplicity zeros.

This was rectified by Meyer (2005) who allows more general topological vector spaces. He realizes the explicit formula as the trace of the action of $A^*/Q^*$ on a suitable space of functions on $A^*/Q^*$. The zeros (plus pole) are the eigenvalues of this action.
My belief is that the method of families of L-functions is the way forward (as it is for Deligne in the General Weil conjectures). It is a general principle, that it is difficult to study an isolated object and one would like to deform it into objects of a similar genus.

In the case of automorphic L-functions, Templier/Shin/Isa have put forth a definition of a general family. These serve to formulate basic concepts associated with the symmetry of a family and to ask and answer various questions for families of L-functions.
While none of these can be said to be tools for proving GRH, the results that can be proved are often good enough to be complete substitutes of GRH in certain applications (the Bombieri/Vinogradov theorem is a prototype example).

What is lacking is a genuine marriage or glue for the $L$-functions in a family, as there is via Grothendieck's theory and monodromy in the function field.

To point to the first road block: what is the analogue of the symmetric power $L$-functions of Sato and later Langlands, for families of automorphic $L$-functions?