
ar
X

iv
:2

00
2.

09
46

6v
2 

 [
m

at
h.

N
T

] 
 2

2 
Ju

n 
20

20

AVERAGES OF LONG DIRICHLET POLYNOMIALS

S. BETTIN AND J.B. CONREY

Abstract. We consider the asymptotic behavior of the mean square of truncations of the
Dirichlet series of ζ(s)k. We discuss the connections of this problem with that of the variance
of the divisor function in short intervals and in arithmetic progressions, reviewing the recent
results on this topic. Finally, we show how these results can all be proved assuming a
suitable version of the moments conjecture.

1. Introduction

1.1. Averages of long Dirichlet polynomials. The moments conjecture for the Riemann
zeta-function states that as T → ∞

(1.1)
1

T

∫ T

0

|ζ(1/2 + it)|2k dt ∼ gkak(log T )
k2, k ∈ N,

where ak and gk are the “arithmetic” and “geometric” constant

ak :=
∏

p

(

1− 1

p

)(k−1)2 k−1
∑

j=0

(

k−1
j

)2

pj
, gk :=

G(1 + k)2

G(1 + 2k)
,

where G denotes the Barnes G-function. This has been proven for k = 1 and k = 2 [25, 28]
and heuristically obtained for k = 3 and k = 4 [7, 8]. The above conjecture for larger (and
non integer) values of k was formulated by Keating and Snaith in [33] using a random matrix
model for the Riemann zeta-function. Other approaches which lead to the same conjecture
were later given in [21] and in the series of works [10, 11, 12, 13, 14], whereas in [5] (see
also [6]) the conjecture was extended to allow for shifts.
The classical approach to (1.1) is that of approximating ζ(s)k =

∑

n≥1 dk(n)n
−s by ap-

propriate truncations of its Dirichlet polynomial and analysing the mean-square of such. In
the pursuit of proving the above conjecture for values of k larger than 2, one is then lead to
consider in general the mean square of Dirichlet polynomials with coefficients dk(n),

Ik(T,N) :=
1

T

∫ T

0

∣

∣

∣

∣

∑

1≤n≤N

dk(n)

n1/2+it
− Resw=1

(

ζk(w)Nw− 1
2
−it

w − 1
2
− it

)
∣

∣

∣

∣

2

dt,
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for various values of k and N . In view of (1.1), one expects Ik(T, T
α) to grow on the scale

of (log T )k
2
as T → ∞, for any fixed α > 0. It is thus convenient to define

Mk(α) := lim
T→∞

Ik(T, T
α)

ak(log T )k
2 , k ∈ N, α > 0.

If k = 1, computations analogous to those required for the second moment of ζ easily give

1

T

∫ T

0

∣

∣

∣

∣

∑

n≤N

1

n1/2+it
− N

1
2
−it

1
2
− it

∣

∣

∣

∣

2

dt ∼
{

logN if N ≤ T ,
log T if N > T ,

as N, T → ∞. This translates into

M1(α) =

{

α if 0 ≤ α ≤ 1,

1 if 1 < α.

Also, standard methods, this time relating to the fourth moment of ζ give

M2(α) =
1

22!
·











α4 if 0 ≤ α ≤ 1,

−α4 + 8α3 − 24α2 + 32α− 14 if 1 < α ≤ 2

2 if 2 < α.

(1.2)

(see Proposition 1 below). As the asymptotic for the 6-th moment of ζ is currently out of
reach, one can’t hope to prove a similar formula for M3(α) for all α. However, the “recipe”
of [5] or heuristic methods such as those of [7] both lead to the conjecture that

(1.3) M3(α) =
1

32!
·











































α9 if 0 ≤ α ≤ 1

−2α9 + 27α8 − 324α7 + 2268α6 − 8694α5 +

19278α4 − 25452α3 + 19764α2 − 8343α+ 1479 if 1 < α ≤ 2,

α9 − 27α8 + 324α7 − 2268α6 + 10206α5

−30618α4 + 61236α3 − 78732α2 + 59049α− 19641 if 2 ≤ α ≤ 3,

42 if 3 ≤ α,

Notice that, as for M1 and M2, M3 is also predicted to be a continuous piece-wise
polynomial. This observation is implicit in the works [8, 10, 11, 12, 13, 14], where the authors
heuristically analyse the contributions of the various ranges of the variables of summation
to the moments conjecture main terms.
The above piece-wise polynomials are also interesting because of their smoothness prop-

erties. Indeed, the graphs of M2(α) and M3(α) given below show that they are smooth,
monotonic, and symmetric. Indeed, the piece-wise polynomial P in (1.3) is 8-times con-
tinuously differentiable at α = 0 and at α = 3 and is 4-times differentiable at α = 1 and
at α = 2. Also, it satisfies the relation P (3 − α) = 42 − P (α). In fact, it can be proven
that the only piece-wise polynomial f(α), with pieces of degree at most 9, which is 0 for
α < 0 and α9 for 0 ≤ α < 1, satisfies f(3 − α) = 42 − f(α) and has the same smoothness
properties as P is the piece-wise polynomial given in (1.3). Indeed, let f(α) share the above
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properties with P (α). The symmetry and the values of f(α) for α < 1 determine also the
values of f(α) for α > 2, only leaving the range 1 ≤ α ≤ 2 in question. Then the symmetry
f(α) + f(3 − α) = 42 determines half of the 10 coefficients of f in this interval and the
4-times smoothness at α = 1 determines the other 5.
For larger values of k, it easily follows from [40, Corollary 3] that Mk(α) = 1

k2!
αk2 for

α < 1, and one still expects Mk(k − α) = gk −Mk(α) as this is suggested by the moment
conjecture (1.1) and the functional equation for ζ . We expect that also the piece-wise
structure and the smoothness properties generalise to k > 3. We refer to Conjecture 1 below
for a formal statement of these properties.

0.5 1.0 1.5 2.0

0.5

1.0

1.5

2.0

(a) The plot of 4!M2(α), as conjectured in (1.2),
for 0 < α < 2.
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(b) The plot of 9!M3(α), as conjectured in (1.3),
for 0 < α < 3.

For 0 ≤ r ≤ k, let

Pr,k(α) :=
1

(2πi)kk!

∫

C1(r)

· · ·
∫

Ck(r)

( k
∑

j=1

wj + α

)k2(
∏

i 6=j

(wi − wj)

)( k
∏

i=1

w−k
i (wi + 1)−k

)

dw

where dw := dw1 · · · dwr and where Ci(r) denotes the circle, oriented counter-clockwise, with
radius 1

2
and center −1 if i = 1, . . . , r and 0 otherwise. Notice that Pr,k(α) is a polynomial

of degree k2. Also, it has a zero of order at least (k − r)2 + r2 at α = r (see Proposition 3
below). If r > k let Pr,k := 0.

Conjecture 1. Let k ∈ N. For α ∈ R one has

(1.4) Mk(α) =
1

k2!

∑

0≤r<α

(

k

r

)

Pr,k(α).

In particular, Mk(α) is continuously differentiable k2 − 2kℓ+ 2ℓ2 − 1 times at α = ℓ for all

ℓ = 0, . . . , k.

For k ≥ 4, the smoothness conditions in Conjecture 1, the symmetry and the values for
α < 1 are not sufficient to determine Mk(α). It would be interesting to see if one can
characterise Mk(α) by adding some other suitable simple conditions.
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We will show that Conjecture 1 can be proven assuming a version of the moments conjec-
ture (1.1) in the simplified setting where all the ζ(1/2 + it) and all ζ(1/2 − it) are shifted
by the same quantities and only the leading term is kept (see [5] and [16, Corollary 1]). Let
k ∈ N and let Y = Y (T ) be a parameter to be specified in the applications of the Conjecture.
We believe that Y = TA for any fixed A ∈ R should be admissible.

Conjecture 2 (Shifted moments conjecture). For T ≥ 1 one has

1

T

∫ T

0

ζ(1
2
+ it + s− z)kζ(1

2
− it+ z)k dt

=
ak

k!(2πi)k

∫∫

Rk

T
∑k

j=1 wj

k
∏

i=1

w−k
i (wi + s)−k

∏

i 6=j

(wi − wj)dw

+Ok

(

(log T )k
2−1+ε(1 + min(|s|, 1) logT )−k2/2+1

)

(1.5)

for |ℜ(z)|, |ℜ(s)| ≤ 3/ log T , |ℑ(z)|, |ℑ(s)| ≪ Y and R any piece-wise smooth path encircling

once 0 and −s in the positive direction.

The conjecture in a stronger form, including lower order terms, is known for k = 1 and
Y = T 2−ε (see [2]), whereas for k = 2 and Y = T ξ, for some small ξ > 0, the proof of the
Conjecture is implicit in [27, 3] (see also [44]).

Theorem 1. Let k ≥ 1. Assume Conjecture 2 for Y = T k/2+ε for some ε > 0, then

Conjecture 1 holds.

We notice that the assumption of the uniformity with respect to the shifts can be reduced
to Y ≪ (log T )η for any fixed η > 0 if one considers the analogous problem where the sum
over n is truncated by a smooth cut-off.

1.2. The divisor function in short intervals and in arithmetic progressions. A
phenomenon similar to that described for Mk(α) arises also when analysing the variance of
the divisor function over short intervals. Given, x,H > 0, let

∆k(x,H) :=
∑

x<n≤x+H

dk(n)− Ress=1

(

ζk(s)
(x+H)s − xs

s

)

be the error term in the k-th divisor problem over the interval (x, x+H ] and let

Vk(X,H) :=
1

HX

∫ 2X

X

|∆k(x,H)|2 dx

be the variance of ∆k(x,H)/
√
H on average over x ≍ X . The asymptotic for Vk(X,H) (or

for averages very close to it) in the case H = X1−1/α, α > 0, was computed in [31, 18, 29, 30]
for k = 2 and by Lester [36] for α > k− 1 if k = 3 and, assuming the Lindelöf hypothesis, if
k ≥ 4. We also refer to [39] for some upper bounds.
The analogous problem in function fields was solved by Keating, Rodgers, Roditty-Gershon,

and Rudnick [32]. Denoting by Mn the set of degree n monic polynomials in Fq[x] and by
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dk(f) the number of decompositions of a monic f ∈ Fq[x] as f = f1f2 · · · fk with fi ∈ Fq[x]
monic, they showed that, for h ≥ 0, n ≥ 3k1, one has

1

qn

∑

A∈Mn

∣

∣

∣

∣

∑

f∈Mn
deg(f−A)≤h

dk(f)− qh+1

(

n+ k − 1

k − 1

)
∣

∣

∣

∣

2

= qh+1Ik(n, n− h− 2) +O(qh+
1
2 )(1.6)

as q → ∞, where Ik(n,N) is the matrix integral

Ik(n,N) :=

∫

U(N)

∣

∣

∣

∣

∑

j1+···+jk=n

0≤j1,...,jk≤N

Scj1(A) · · ·Scjk(A)
∣

∣

∣

∣

2

dA,

with dA denoting the Haar measure on the unitary group U(N) and Scj(A) denoting the
j-th secular coefficient of A, i.e.

ΛA(z) := det(1n + zA) :=

n
∑

j=0

Scj(A)z
j .

They then show that for all m,N ∈ N one has

Ik(n,N) = γk(n/N)Nk2−1 +Ok(N
k2−2),(1.7)

where

γk(α) :=
1

k!G(1 + k)2

∫∫

[0,1]k
δ(w1 + · · ·+ wk − α)

(

∏

i<j

(wi − wj)
2

)

dw

and δ is the Dirac δ-function. Other expressions of γc are also known. Indeed, in [32] γc is
expressed in terms of a lattice point count, whereas in [1] it is shown that γk is the inverse
Fourier transform of a Hankel determinant satisfying a Painlevé V equation. We also refer
to [23], where the case of non-integer k is considered and where a connection with z-measures
is highlighted, and to Section 3 below for an alternative complex analytic approach to (1.7).
The usual analogy between the number field and the function field case can then be used

to translate this result to the number field setting. For α > 0 and k ∈ N, let

Ck(α) := lim
X→∞

Vk(X,X1−1/α)

ak(log(X1/α))k2−1
.

Then, one expects the following to hold (see [32, Conjecture 1.1]).

Conjecture 3. For k ≥ 1, α > 0 we have Ck(α) = γk(α).

1 In [32] this condition is replaced by 0 ≤ h ≤ min(n − 5, n − n/k − 2) which, for n ≥ 3k, rewrites as
h ≤ n − n/k − 2. This condition can then be dropped since it trivially implies that Ik(n, n − h − 2) = 0,

whereas the left hand side of (1.6) is O(qh+
1

2 ) by [32, (1.30-31)].
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The function γk(α) is easily seen to be a piece-wise polynomial of degree k2 − 1, which is
supported on [0, k] and satisfies γk(α) = γk(k − α). Also, in [32] it is shown that γk(α) can
be written as

γk(α) =
∑

0≤r<α

Qr,k(α),

for certain polynomials Qr,k of degree k2 − 1 with a zero of order at least (k − r)2 + r2 − 1
at α = r. In particular γk(c) is differentiable at least (k − r)2 + r2 − 2 times at α = r (see
also [1] for an alternative proof).
The similarity between the properties of Mk and Ck suggests there might be a relation

between them. Indeed, the comparison of Mk and Ck for the first few values of k led
Basor, Ge and Rubinstein to conjecture that M ′

k(α) = Ck(α).2 Under the shifted moments
conjecture, we show that this is indeed the case.

Theorem 2. Let k ≥ 1. Assume Conjecture 2 for Y ≪ (log T )η for some fixed η > 0. Then
for all α > 0 we have Ck(α) = 1

k2!

∑

0≤r<α

(

k
r

)

P ′
r,k(α) = γk(α). In particular, Conjecture 3

holds.

Notice that since Conjecture 2 is known for k ≤ 2 with the desired uniformity, then the
above theorem gives also an alternative unconditional proof of the case k = 2.

Much of what described above can also be similarly stated for the divisor function in
arithmetic progressions. In this case, one defines

Wk(X ; q) :=
1

X

∑

1≤a≤q
(a,q)=1

∣

∣

∣

∣

∑

n≤X
n≡a (mod q)

dk(n)−
1

ϕ(q)
Ress=1

(

ζkq (s)
Xs

s

)

∣

∣

∣

∣

2

, q ∈ N, x > 0,

where ϕ is Euler’s ϕ-function and ζq(s) :=
∑

n≥1,(n,q)=1 dk(n)n
−s. Then, writing ak(q) :=

lims→1(s− 1)k
2 ∑

(n,q)=1
dk(n)

2

ns (notice that ak(q) → ak if q → ∞ among primes), we define

Dk(α) := lim
q→∞, q prime

X≍qα

Wk(X, q)

ak(q)(log q)k
2−1

, α > 0,

where we added the assumption of the primality of q for simplicity.
In [32] the authors consider the function field analogue of this problem and are lead to

conjecture that Dk(α) also coincides with γk(α).

Conjecture 4. For k ≥ 1, α > 0 we have Dk(α) = γk(α).

The case of k = 2 was obtained in [35] (see also [41, 4]) and in general partial results
are known if α > k − 1

2
[34]. Recently Rodgers and Soundararajan [42] proved a smoothed

version of Conjecture 4 when one introduces also an average over q ≍ Q provided that
0 < α < 1 + 2/k. Under the Generalized Lindelöf Hypothesis they can also extend their
result to 0 < α < 2 (see also [26] for an unconditional lower bound on this range). See

2This also explains the observation that
∫ k

0
γk(c) = gk made in [42, Footnote 2]
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also [19], where the authors consider a sum similar to Wk(X ; q), in which the major arc
contribution, rather than the main term, is subtracted.
Also in this case Conjecture 4 can be proved under a moments conjecture, with the dif-

ference that now the moments needed are those of Dirichlet L-functions.

Conjecture 5. Let q be prime. Then as q → ∞ one has

1

ϕ(q)

∑

χ mod q

L(1
2
+ s− z, χ)kL(1

2
+ z, χ)k

=
ak

k!(2πi)k

∫∫

Rk

q
∑k

j=1 wj

k
∏

i=1

w−k
i (wi + s)−k

∏

i 6=j

(wi − wj)dw

+Ok

(

(log q)k
2−1+ε(1 + min(|s|, 1) log q)−k2/2+1

)

(1.8)

for |ℜ(z)|, |ℜ(s)| ≤ 3/ log q, |ℑ(z)|, |ℑ(s)| ≪ Y and R any piece-wise smooth path encircling

once 0 and −s in the positive direction.

Notice that this conjecture is a weaker form of [9, Conjecture], with only the leading term
being kept.

Theorem 3. Let k ≥ 1. Assume Conjecture 5 for Y = qk+ε for some ε > 0. Then,

Conjecture 4 holds.

Also in this case the uniformity with respect to the shift can be relaxed to O((log q)η) for
some fixed η > 0 if one considers the analogue of Wk(X ; q) with a smooth cut-off.
Conjecture 4 have been generalized to arithmetic functions associated to other L-functions

in [24]. Also, in [15] a variant of the (shifted) quadratic analogue of Conjecture 1.4 is
considered.
We conclude the introduction by mentioning that the use of the moments conjecture in

Theorems 1, 2 and 3 is reminiscent of the work [17] where the authors use the ratio conjectures
to deduce several results in number theory. Also, the study of problems analogous to those
treated here, with dk(n) replaced by the von Mangoldt function Λ(n), has a rich history. See
for example [22] and references therein.
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2. The proofs of the theorems

We start by showing that Conjecture 1 holds for k = 2.

Proposition 1. Conjecture 1 holds for k = 2.
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Proof. It suffices to show that (1.2) holds. Also, we can assume T is a half-integer.
The case of α ≤ 1 follows from [40, Corollary 3], whereas the case α ≥ 2 can be deduced

from [45, (4.18.2)] (with y = O(1)) and the fourth moment for the Riemann zeta-function.
Finally, if 1 < α < 2, then the approximate functional equation [45, (4.18.2)] for ζ2 implies
M2(2− α) +M2(α) + E = g2, where

E = lim
T→∞

2

a2T (log T )4
ℜ
∫ T

0

χ(1
2
− it)2

∑

1≤n≤Tα

d(n)

n1/2+it

∑

1≤m≤t2/(4π2Tα)

d(m)

m1/2+it
dt.

The result then folloes since, similarly to [45, p. 143], one has that the inner integral is

≪
∑

1≤n≤Tα

d(n)

n1/2

∑

1≤m≤T 2/(4π2Tα)

d(m)

m1/2

(

1 +O

(

1√
nm| log(4π2nm/T )|

))

≪ T (log T )2.

�

Next, we observe that Conjecture 2 implies the following bound.

Corollary 1. Assume Conjecture 2. Then, under the same hypothesis of the conjecture we

have

1

T

∫ T

0

ζ(1
2
+ it+ s− z)kζ(1

2
− it+ z)k dt ≪ (log T )k

2

(1 + min(|s|, 1) logT )−k2/2,

and

1

T

∫ T

0

|ζ(1
2
+ it)|2k dt ≪ (log T )k

2

,

where here and throughout this section the error terms are allowed to depend on k.

Proof. If |s| < 3/ log T it suffices to take the path R in Conjecture 2 to be a circle centred at
zero of radius 4/ log T and bound trivially the integrals on the right of (1.8). If |s| ≥ 3/ log T ,
by Cauchy’s theorem we can write these integrals as a sum of 2k integrals where each wi is
integrated along a circle of radius 1/ logT and center either 0 or −s. The contribution of
the term where the center at 0 is taken exactly 0 ≤ r ≤ k times is

≪ (log T )k
2−k−r(r−1)−(k−r)(k−r−1) · |s|−k2+2r(k−r).

The result then follows since the first factor has maximum (log T )k
2/2 whereas the second

factor is ≪ max(1, |s|−k2/2). �

2.1. Proof of Theorem 1. By Proposition 1 we can assume k ≥ 3. If α > k, one can
directly relate Ik(T, T

α) with the 2k-th moment of the Riemann zeta-function, and so the
desired formula follows by Conjecture 2. In particular we can assume 0 < α ≤ k. We assume
Conjecture 2 holds with Y = T ′ := T k/2+ε for some fixed ε > 0. Let ε′ ≤ ε/3 be a sufficiently
small positive constant so that 3ε′ < α ≤ k. Also, we assume α is not an integer and we
write N := [T α] + 1

2
.
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By [45, Lemma 3.12] we have

∑

1≤n≤N

dk(n)

n1/2+it
=

1

2πi

∫ 1
2
+c+iT ′

1
2
+c−iT ′

ζ(1
2
+ it + z)k

N z

z
dz +O(T−ε′)

=
1

2πi

∫ c+iT ′

c−iT ′

ζ(1
2
+ it + z)k

N z

z
dz + Resz=1

(

ζk(z)N z− 1
2
−it

z − 1
2
− it

)

+O(T−ε′),

with c = 1/ log T , since Corollary 1 implies in particular that ζ(1
2
+ it) ≪k 1+ |t|(1+ε′)/(2k)+ε′ .

By Cauchy-Schwartz, it follows that

Ik(T,N) = I +O(
√
IT−ε′ + T−2ε′),

where

I :=
1

4π2T

∫ T

0

∣

∣

∣

∣

∫ c+iT ′

c−iT ′

ζ(1
2
+ it + z)k

N z

z
dz

∣

∣

∣

∣

2

dt

=
1

4π2

∫ c+iT ′

c−iT ′

∫ −c+iT ′

−c−iT ′

1

T

∫ T

0

ζ(1
2
+ it+ z1)

kζ(1
2
− it− z2)

k dt
N z1−z2

z1z2
dz2dz.

We evaluate the inner integral using Conjecture 2. With a quick computation we see that
the contribution of the error term is

≪k (log T )
k2−1

∫ T ′

−T ′

∫ T ′

−T ′

(1 + min(|z2 − z1|, 1) log T )−k2/2+1 dz2dz1
|c+ iz1||c+ iz2|

≪k (log T )
k2−1,

provided that k ≥ 3. For the main term, we choose the path R to be the border of the
rectangle [− 3

log T
, 3
log T

] + i[−3T, 3T ] (in the positive direction). Exchanging the order of

integration, we obtain that the contribution of the main term is

ak
(2πi)k

∫∫

Rn

T
∑k

j=1 wj

k
∏

i=1

w−k
i

∏

i 6=j

(wi − wj)

×
( −1

(2πi)2

∫ c+iT ′

c−iT ′

∫ −c+iT ′

−c+iT ′

k
∏

i=1

(wi + z1 − z2)
−kN

z1−z2

z1z2
dz2dz1

)

dw.(2.1)
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We now consider the two inner integrals. We have

−1

(2πi)2

∫ c+iT ′

c−iT ′

∫ −c+iT ′

−c+iT ′

k
∏

i=1

(wi + z1 − z2)
−kN

z1−z2

z1z2
dz2dz1

=
−1

2πi

∫ 2c+2iT ′

2c−2iT ′

N z
k
∏

i=1

(wi + z)−k 1

2πi

∫ −c+iT ′+imin(−z,0)

−c−iT ′+imax(−z,0)

1

(z + z2)z2
dz2dz

=
1

2πi

∫ 2c+2iT ′

2c−2iT ′

N z

(

1

z
+O(T ′−1 log T )

) k
∏

i=1

(wi + z)−kdz1,

where for the last equality we used that the inner integral is −1
z
+O(T ′−1 log T ). This can be

proved by extending and evaluating the integral if |ℑ(z)| < T ′/2, whereas for |ℑ(z)| > T ′/2
one has that the integral is O(T ′−1 log T ) = −1

z
+ O(T ′−1 log T ) by a trivial bound. We

insert this approximation in (2.1). The contribution of the error term can then be bounded

by O(T ′−1+ε), and so we obtain that, up to a O((log T )k
2−1) error, I is

ak
(2πi)k

∫∫

Rk

T
∑k

j=1 wj

∏

i 6=j

(wi − wj)

(

1

2πi

∫ 2c+iT ′

2c−iT ′

k
∏

i=1

w−k
i (wi + z)−kN

z

z
dz

)

dw.

Since |z| ≥ 2/ log T , by Cauchy’s theorem we can split each outer integral as a sum of two
integrals along two circular paths (in the positive direction) of radii 1/log T and centers −δiz,
with δi = 0, 1. Therefore,

I = ak
∑

δ∈{0,1}k

Iδ +O
(

(log T )k
2−1

)

,

where

Iδ :=
1

(2πi)k

∫∫

|wi|=
1

log T

(

1

2πi

∫ 2c+iT ′

2c−iT ′

T
∑k

j=1(wj−δjz)
k
∏

i=1

(wi − zδi)
−k(wi − zδi + z)−k

×
∏

i 6=j

(wi − wj − δiz + δjz)
N z

z
dz

)

dw.

If α −
∑k

j=1 δj < 0 (and T is sufficiently large) we have Iδ = O(T ′−1+ε) as can be seen by
moving the line of integration of the inner integral to +∞ bounding trivially the contribution
of the horizontal lines. In particular,

I = ak
∑

δ∈{0,1}k
∑k

j=1
δj<α

Iδ +O
(

(log T )k
2−1

)

.

If α−∑k
j=1 δj > 0 then we move the line of integration in Iδ to −∞ and see that the inner

integral is the sum of the residue at z = 0, z = wi or z = −wi for each i, up to a O(T ′−1+ε)
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error term. Thus, in the latter case, up to a small error, we can replace the inner integral
by an integral over the circle |z| = 2/ log T . For α−∑k

j=1 δj > 0 we then obtain

Iδ =
1

(2πi)k

∫∫

|wi|=
1

logT

(

1

2πi

∫

|z|= 2
logT

T
∑k

j=1(wj−δjz)
k
∏

i=1

(wi − zδi)
−k(wi − zδi + z)−k

×
∏

i 6=j

(wi − wj − δiz + δjz)
N z

z
dz

)

dw +O(T ′−1+ε).(2.2)

Making the change of variables wi → zwi for each i (exchanging twice the order of integra-
tion), we then see that this is

1

(2πi)k

∫∫

|wi|=
1
2

(

1

2πi

∫

|z|= 2
log T

T z(α+
∑k

j=1(wj−δj))
dz

z1+k2

)

×
k
∏

i=1

(wi − δi)
−k(wi − δi + 1)−k

∏

i 6=j

(wi − wj − δi + δj)dw +O(T ′−1+ε).

By the residue theorem the result then follows. If α is an integer, it suffices to repeat the
same argument with N = T α− 1

T .

2.2. Proof of Theorem 2. Let H = X1−1/α with α > 0. We assume k ≥ 2 otherwise the
result is trivial. We shall prove that Ck(α) = 1

k2!

∑

0≤r<α

(

k
r

)

P ′
r,k(α). By Corollary 2 below it

then follows that this is also equal to γk(α).
Also, writing

Ṽg,k(X,H) :=
1

HX

∫

R

g(x/X)|∆k(x,H)|2 dx,

by a simple approximation argument on has that it suffices to prove that

lim
X→∞

Ṽg,k(X,X1−1/α)

ak(logX1/α)k2−1
=

∫

R

g(x) dx · 1

k2!

∑

0≤r<α

(

k

r

)

P ′
r,k(α)

for all smooth functions g of compact support contained in [1
2
, 4].

Let T = X1+ε/
√
H . Then by [45, Lemma 3.12] we obtain

Vk(X,H) =
1

HX

∫ 2X

X

g(x/X)

∣

∣

∣

∣

1

2π

∫ T

−T

ζk(1
2
+ iz)

(x +H)
1
2
+iz − x

1
2
+iz

1
2
+ iz

dz

∣

∣

∣

∣

2

dx+ o(logX)k
2−1).

We shall now show that the contribution from the |z| /∈ [ X
HZ

, XZ
H

] is negligible, that is

1

HX

∫ 2X

X

g(x/X)

∣

∣

∣

∣

1

2π

∫

|z|∈[0, X
HZ

]∪[XZ
H

,T ]

ζk(1
2
+ iz)

(x +H)
1
2
+iz − x

1
2
+iz

1
2
+ iz

dz

∣

∣

∣

∣

2

dx = o(logX)k
2−1)

(2.3)
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where Z > 1 is a parameter, to be specified later, which goes to infinity slowly. Proceeding
as in [37, Page 1036] (see also [38, Page 5] and [43, Page 25]), we see that (2.3) follows if we
can prove that

1

H

∫

R

g(x/X)

∣

∣

∣

∣

1

2πi

∫

|z|∈[0, X
HZ

]∪[XZ
H

,T ]

ζ(1
2
+ iz)kxiz (1 + u)

1
2
+iz − 1

1
2
+ iz

dz

∣

∣

∣

∣

2

dx = o(logX)k
2−1)

for all u ≪ H/X . We divide the range of integration over z as E1∪E2∪E3 with E1 := [0, X
HZ

],

E2 := [XZ
H
, XZ

H
logX ] , E3 := [XZ

H
logX, T ].

Expanding the square and denoting by ĝ the Mellin transform of g, this is

X

H

1

(2π)2

∫∫

|z1|,|z2|∈E1∪E2∪E3

X iz1−iz2 ĝ(1 + iz1 − iz2)ζ(
1
2
+ iz1)

kζ(1
2
− iz2)

k

× (1 + u)
1
2
+iz1 − 1

1
2
+ iz1

(1 + u)
1
2
+iz2 − 1

1
2
+ iz2

dz1dz2

=
X

H

1

(2π)2

∫∫

|z|,|z−s|∈E1∪E2∪E3

X isĝ(1 + is)ζ(1
2
+ iz)kζ(1

2
− iz + is)k

F (z, s, u)

(1
2
+ iz)(1

2
− iz + is)

dzds,

where

F (z, s, u) :=
(

(1 + u)
1
2
+iz − 1

)(

(1 + u)
1
2
−iz+is − 1

)

= (1 + u)1+is + 1− (1 + u)
1
2
−iz+is − (1 + u)

1
2
+iz.

Now,

F (z, s, u) ≪ min(|1
2
+ iz|H/X, 1)min(|1

2
− iz + is|H/X, 1).

Thus, using

ζ(1
2
+ iz)kζ(1

2
− iz + is)kF (z, s, u)

(1
2
+ iz)(1

2
− iz + is)

≪ |ζ(1
2
+ iz)|2k min((H/X)2, |1

2
+ iz|−2)+

+ |ζ(1
2
− iz + is)|2k min((H/X)2, |1

2
− iz + is|−2)

and Corollary 1 and thanks to the fast decay of the Mellin transform ĝ, we can truncate
the integral at |s| ≪ (logX)η at the cost of a o(1) error. This implies in particular that we
can remove the condition |z − s| ∈ E1 ∪ E2 ∪ E3 at a negligible cost. We now consider the
contribution from |z| ∈ E3. By the above bound for F we have that this range contributes

≪ X

H

1

(2π)2

∫∫

|s|≪(logX)η,

|z|∈E3

|ĝ(1 + is)
(

|ζ(1
2
+ iz)|2k|1

2
+ iz|−2 + |ζ(1

2
− iz + is)2k|1

2
− iz + is|−2

)

dzds

≪ (logX)k
2−1/Z.



AVERAGES OF LONG DIRICHLET POLYNOMIALS 13

The same computation gives the bound O((logX)k
2−1(log logX)2/Z) for the range |z| ∈ E2,

s < (logX)−1(log logX)2. Also, since

∂zF (z, s, u) = i log(1 + u)
(

(1 + u)
1
2
−iz+is − (1 + u)

1
2
+iz

)

≪ H

X
min(1, |1

2
− iz + is|H/X + |1

2
+ iz|H/X),

then ∂zF (z, s, u) ≪ H/X for |z| ∈ E2. Thus, integrating by parts using Corollary 1 we than
obtain that the contribution of |z| ∈ E2, (logX)−1(log logX)2 ≤ |s| < (logX)η, is

≪ (logX)k
2 1

(2π)2

∫∫

ZX
H

≤|z|≤
ZX logX

H
,

|s|≥(logX)−1(log logX)2

|ĝ(1 + is)|(1 + min(1, |s|) logX)−k2/2 1

|1
2
+ iz| dzds

≪ (logX)k
2−1(log logX)3−k2 ≪ (logX)k

2−1/ log logX.

It remains to deal with |z| ∈ E1. In this case ∂zF (z, s, u) ≪ H2

X2 |12 + iz| and thus integrating
by parts once again we can bound this contribution by

≪ (logX)k
2H

X

1

(2π)2

∫∫

s≪(logX)η,

|z|≤ X
HZ

|ĝ(1 + is)|(1 + min(1, |s|) logX)−k2/2 dzds

≪ (logX)k
2−1/Z.

This concludes the proof of (2.3) provided that Z/(log logX)2 → ∞. We then have

Vk(X,H) =
1

HX

∫

R

g(x/X)

∣

∣

∣

∣

1

2π

∫

X
HZ

<|z|<XZ
H

ζk(1
2
+ iz)

(x+H)
1
2
+iz − x

1
2
+iz

1
2
+ iz

dz

∣

∣

∣

∣

2

dx+ o(logX)k
2−1)

=
1

H

1

(2π)2

∫

X
ZH

<|z|,|z−s|<ZX
H

ζk(1
2
+ iz)ζk(1

2
− iz + is)J(z, s) dzds+ o((logX)k

2

),

where

J(z, s) :=
1

X

∫

R

g(x/X)
(x+H)

1
2
+iz − x

1
2
+iz

1
2
+ iz

(x+H)
1
2
−iz+is − x

1
2
−iz+is

1
2
− iz + is

dx

=
1

X

∫

R

g(x/X)
F (z, s,H/x)

(1
2
+ iz)(1

2
− iz + is)

x1+is dx.

Now, for m ≥ 0 we have

∂m
x F (z, s,H/x) ≪m

Hm

x2m
(1 + |z| + |z − s|)m,

∂m
x ∂zF (z, s,H/x) ≪m

Hm+1

x2m+1
(1 + |z|+ |z − s|)m.
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Thus, integrating by parts ℓ ≥ 1 times we have

J(z, s) ≪
Hℓ

Xℓ−1 (1 + |z|+ |z − s|)ℓ +X

|1 + is|ℓ|1 + iz||1− iz + is| ≪ ZℓX

|1 + is|ℓ|1 + iz||1− iz + is| ,(2.4)

∂zJ(z, s) ≪
Hℓ

Xℓ−1 (1 + |z|+ |z − s|)ℓ +X

|1 + is|3|1 + iz||1− iz + is|
(H

X
+

1

1 + min(|z|, |z − s|)
)

(2.5)

≪ Zℓ+1H

|1 + is|ℓ|1 + iz||1− iz + is| ,(2.6)

for X
ZH

≪ |z|, |z − s| ≪ ZX
H
. Thus, using

ζ(1
2
+ iz)kζ(1

2
− iz + is)k

(1
2
+ iz)(1

2
− iz + is)

≪ |ζ(1
2
+ iz)|2k|1

2
+ iz|−2 + |ζ(1

2
− iz + is)|2k|1

2
− iz + is|−2,

and (2.4), we deduce by Corollary 1 that the contribution of |s| ≫ (logX)η to Vk(X,H) is

O(Z1/η+4(logX)k
2−2). For the contribution of (logX)−1+ε < |s| < (logX)η, we integrate by

parts in z. Using (2.4)-(2.6) and Conjecture 2, we have that this contribution is bounded by

≪ Z5(logX)k
2H

X

1

(2π)2

∫

X
ZH

<|z|,|z−s|<ZX
H

,

(logX)−1+ε<|s|<(logX)η

(1 + min(1, |s|) logX)−k2/2 dz1ds

(1 + |s|)3

≪ Z6(logX)
k2

2 + Z6(logX)k
2−1−ε

which is o((logX)k
2−1) if we take Z := (log logX)4 ≪ (logX)ε/7.

For the range |s| < (logX)−1+ε, we use integration by parts, apply Conjecture 2, and
integrate by parts again (estimating the extremes both times) and obtain

Vk(X,H) = − ak
Hk!

1

(2πi)2+k

∫

|s|<(logX)−1+ε

∫

X
ZH

<|z|<ZX
H

∫∫

Rk

( k
∑

j=1

wj + 1

)

|z|
∑k

j=1 wj

×
k
∏

i=1

w−k
i (wi + s)−k

∏

i 6=j

(wi − wj)dwJ(z, s) dz1ds+ o(logX)k
2−1)

for R the rectangle of vertexes ±1/(logX)±i/(logX)1−2ε. Now, on the domain of integration
we have

log |z|
k

∑

j=1

wj = log(X/H) +O(logZ/(logX)−1),

J(z, s) =
1

X

∫

R

g(x/X)
F (z, 0, H/x) +O(ZH/(X logX))

|1
2
− iz|2 xXs

(

1 +O
( logZ

(logX)1−ε

)

)

dx.
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It follows that we can replace |z|
∑k

j=1 wj by |X/H|
∑k

j=1 wj ,
∑k

j=1wj + 1 by 1, and J(z, s) by

XsJ(z, 0) at the cost of a negligible error. Thus,

Vk(X,H) = − ak
Hk!

1

(2πi)2+k

∫

|s|<(logX)−1+ε

∫

X
ZH

<|z|<ZX
H

∫∫

Rk

(X

H

)s

|X/H|
∑k

j=1 wj

×
k
∏

i=1

w−k
i (wi + s)−k

∏

i 6=j

(wi − wj)dwXsJ(z, 0) dzds + o(logX)k
2−1).

Now

i

2πi

∫

X
ZH

<|z|<ZX
H

J(z, 0) =
1

2π

∫

R

1

X

∫

R

g(x/X)x
F (z, 0, H/x)

|1
2
+ iz|2 dxdz +O

(H

Z

)

=
1

X

∫

R

g(x/X)
1

2πi

∫ 1
2
+i∞

1
2
−i∞

2 +H/x− (1 +H/x)1−z − (1 +H/x)z.

z(1− z)
dz x dx+O

(H

Z

)

=

∫

R

g(x) dx ·H +O
(H

Z

)

,

by the residue theorem. Recalling that X/H = X1/α, it follows that

Vk(X,H) =

∫

R

g(x) dx · ak
k!

i

(2πi)1+k

∫

|s|<(logX)−1+ε

∫∫

Rk

(X1/α)αs+
∑k

j=1 wj

×
k
∏

i=1

w−k
i (wi + s)−k

∏

i 6=j

(wi − wj)dwds+ o(logX)k
2−1).

We then obtain the claim result, by extending the integral over s, moving the line to ℜ(s) =
1

logX
, and proceeding in the same way as in the proof of Theorem 1.

2.3. Proof of Theorem 3. First, assume α < k + ε/2. Writing

Iχ(X) :=
∑

n≤X

dk(n)χ(n)− Ress=1

(

L(s, χ)k
Xs

s

)

,

by orthogonality we find

Wk(X ; q) =
1

X

∑

1≤a≤q
(a,q)=1

∣

∣

∣

∣

1

ϕ(q)

∑

χ mod q

χ(a)Iχ(X)
)

∣

∣

∣

∣

2

=
1

ϕ(q)

∑

χ mod q

|X−1/2Iχ(X)|2.(2.7)

We use [45, Lemma 3.12] to write

X−1/2Iχ(x) =
1

2πi

∫ c+iT

c−iT

L(1
2
+ z, χ)k

Xz

1
2
+ z

dz +O(X−ε/2),(2.8)

with c = 1/ logX and T = X1+ ε
2k . Inserting this expression into (2.7) and applying Con-

jecture 5, we arrive to an expression almost identical to (2.1), with the only difference that
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now we have a factor of −1
( 1
2
+z1)(

1
2
−z2)

instead of 1
z1z2

. Then one concludes following the same

steps as in the proof of Theorem 1. Notice that in this case we obtain γk rather its integral
because in this case we have 1

1+z
instead of 1

z
in (2.2).

If α ≥ k+ε/2, one moves the lines of integration in (2.7) to ℜ(z) = −1
4
. Bounding trivially

one obtains that X−1/2Iχ(x) = o(1) and the result follows.

3. Averages of secular coefficients

In the following proposition we show that the Random Matrix Theory analogue of Ik

is asymptotically Nk2 times the integral of γk, thus proving (unconditionally) the RMT
analogue of Theorem 2. It also gives an alternative (simpler) complex analytic proof of (1.7)
(cf. in particular, [32, Theorem 1.6 and Section 4.4]).

Proposition 2. For n,m ∈ N we have

Ĩk(n,N) :=

∫

U(N)

∣

∣

∣

∣

∑

j1+···+jk≤m

0≤j1,...,jk≤N

Scj1(A) · · ·Scjk(A)
∣

∣

∣

∣

2

dA,

= Nk2
∫ n/N

0

γk(x) dx+Ok(N
k2−1)(3.1)

=
Nk2

k2!

∑

0≤r<n/N

(

k

r

)

Pr,k(n/N) +Ok(N
k2−1).(3.2)

Proof. For η < 1 we have

Ik(n,N) :=

∫

U(N)

∫

|z1|=η

1

(2πi)2

∫

|z2|=η

ΛA(z1)
kΛA∗(z2)

k dz1dz2
(z1z2)n+1

dA,

where A∗ is the conjugate transpose of A. Now, we have
∫

U(N)

ΛA(z1)
kΛA∗(z2)

kdA = FN(z1z2)

for some polynomial FN of degree kN (the fact that FN depends on the product z1z2 only
follows from the invariance of Haar measure of U(N) under multiplication by unit scalars).
Making the change of variables z1 = s/z2 we then find that

Ik(n,N) =
1

(2πi)2

∫

|s|=η2

∫

|z|=η

FN(s)
dsdz

zsn+1
=

1

(2πi)2

∫

|s|=η2
FN(s)

ds

sn+1
.

Now,

n
∑

j=1

1

sn+1
=

1

sn+1

sn+1 − 1

s− 1
=

1

s− 1
− 1

sn+1(s− 1)
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and so

n
∑

j=1

Ik(n,N) =
1

2πi

∫

|s|=η2
FN(s)

(

1

s− 1
− 1

sn+1(s− 1)

)

ds

= − 1

2πi

∫

|s|=η2

FN(s)

sn+1(s− 1)
ds

by the residue theorem. By (1.7) we also have

n
∑

j=1

Ik(n,N) = Nk2
∫ n/N

0

γk(x) dx+Ok(N
k2−1)

and so
∫ n/N

0

γk(x) dx = − 1

2πi

∫

|s|=η2

N−k2FN(s)

sn+1(s− 1)
ds+Ok(N

−1).

On the other hand, proceeding in the same way, we have

Ĩk(n,N) =
∑

m1,m2≤n

∫

U(N)

1

(2πi)2

∫

|z1|=η

∫

|z2|=η

ΛA(z1)
kΛA∗(z2)

k dz1dz2

zm1+1
1 zm2+1

2

dA

=

∫

U(N)

1

(2πi)2
1

(2πi)2

∫

|z1|=η

∫

|z2|=η

ΛA(z1)
kΛA∗(z2)

k

zn+1
1 (z1 − 1)

1

zn+1
2 (z2 − 1)

dz1dz2dA

=
1

2πi

∫

|s|=η2

∫

|z|=η

FN(s)

sn+1(s− z)(z − 1)
dsdz

= − 1

2πi

∫

|s|=η2

FN(s)

sn+1(s− 1)
ds

and (3.1) follows.
It remains to show (3.2). By [5] (see also [16, Lemma 3]) if 1

2
< z < 1 we have

FN (z) =
1

k!(2πi)k

∫∫

|wi|=1

eN
∑k

i=1 wi

∏

i6=j,
1≤i,j≤k

(1− e−wi+wj)

k
∏

i=1

(1− e−wi)−k(1− ze−wi)−k
dw.

We assume also z ≤ 1− 1/N and we express each integral over wi as a sum of two integrals
along circles of radius 1

2N
around 0 and log(z). We then obtain

FN(z) =

k
∑

r=0

(

k

r

)

FN,r, Ĩk(n,N) = −
k

∑

r=0

(

k

r

)

1

2πi

∫

|s|=η2

FN,r(z)

zn+1(z − 1)
dz,
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where

FN,r(z) =
1

(2πi)kk!

∫∫

|wi|=
1

2N

zrNeN
∑k

i=1 wi

∏

i6=j,
1≤i,j≤k

(1− z−δi,r+δj,re−wi+wj)

×
k
∏

i=1

(1− z−δi,re−wi)−k(1− z1−δi,re−wi)−k
dw

=
1

(2πi)kk!

∫∫

|wi|=
1

2N

zrN+r2+reN
∑k

i=1 wi

∏

i6=j,
1≤i,j≤k

(z1−δ′i,j,r − zδ
′
i,j,re−wi+wj)

×
k
∏

i=1

(zδi,r − e−wi)−k(1− z1−δi,re−wi)−k
dw,

with δi,r := 1 if 1 ≤ i ≤ r and δi,r = 0 otherwise and δ′i,j,r := max(0,−δi + δj). For

0 < |z| < 1 − 1/N , |wi| = 1
2N

we have |zewi | < 1 and so the above expression holds by
analytic continuation also for z ∈ C, |z| < 1/N . Inserting the above expression for FN,r and
exchanging the order of integration we obtain, by Cauchy’s theorem, that

1

2πi

∫

|z|=δ2
FN,r(z)

dz

zn+1(z − 1)
= 0,

if Nr− n− 1 + r2 + r ≥ 0 and so in particular if Nr ≥ n+ 1. If Nr ≤ n we again exchange
the order of integration and move the circuit of integration to |z| = 2, collecting residues at
z = e±wi and z = 0. We express the contribution of the residues as an integral along a circle
of radius 1

2N
and center 1. We then obtain

1

2πi

∫

|z|=η2

FN,r(z)dz

zn+1(z − 1)
=

1

(2πi)k+1

∫

|z−1|= 1
N

∫∫

|wi|=
1

2N

zrN+r2+r−n−1eN
∑k

i=1 wi

×
∏

i6=j,
1≤i,j≤k

(z1−δ′i,j,r − zδ
′
i,j,re−wi+wj )

k
∏

i=1

(zδi,r − e−wi)−k(1− z1−δi,re−wi)−k
dw + E,

where E is the contribution of the integral on the circuit |z| = 2. If Nr−n−1+ r2+ r ≤ −2
we can move this circuit to infinity and obtain that E = 0. Otherwise, if n − r2 − r ≤
Nr ≤ n, then exchanging the order of integration once again, we have that inside the
paths of integration the integrand have a pole at w1 = · · · = wk = 0 only. This pole is of
order k2 − r(r − 1) − (k − r − 1)(k − r − 2) (a pole of order k2 from the second product
and a simple zero each time that δ′i,j,r = 0); since we have k variables we then obtain

E = O(N−2+3k−2r+2kr−2r2), where we also used that in this case zrN+r2+r−n−1 = 2Ok(1).

Since minr∈R(−2 + 3k − 2r + 2kr − 2r2) ≤ k2 − 1 it follows that E = O(Nk2−1).
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Finally, the integral along the circle |z − 1| = 1/(2N) can be reduced, up to O(Nk2−1)
error, to an integral analogous to (2.2) by using the approximations

zrN−n+Ok(1) = es(rN−n)(1 +Ok(N
−1)) z1−δ − zδe−wi+wj = (1− 2δ)s+ wi − wj +O(N−2)

1− zδe−wi = wi − δs+O(N−2) zδ − e−wi = wi + δs+O(N−2)

for s := z−1 = O(1/N) and δ ∈ {0, 1}. One then obtains (3.2) in the same way as above. �

Corollary 2. For α ≥ 0 we have

1

k2!

∑

0≤r<α

(

k

r

)

Pr,k(α) =

∫ α

0

γk(x) dx.

Proposition 3. Let k ≥ 1 and 0 ≤ r ≤ k. Then Pr,k(α) has a zero of order at least

(k − r)2 + r2 at α = r.

Proof. This follows from the previous Corollary and from the smoothness properties of γk. It
can also be deduced directly from the definition of Pr,k. Indeed, when α = r the integrand in
the definition of Pr,k has poles of order k at wi = −1 if i ≤ r and at wi = 0 if r < wi ≤ k. Then
the Vandermonde determinant gives a zero of multiplicity r(r−1) when wi = −1, 1 ≤ i ≤ r,

and a zero of multiplicity (k−r)(k−r−1) when wi = 0, r < i ≤ k, whereas (
∑k

j=1wj+α)k
2

gives a zero of order k2. Then, considering we are integrating over k variables, we have that
Pr,k has a zero of order −rk−(k−r)k+r(r−1)+(k−r)(k−r−1)+k2+k = (k−r)2+r2. �

References

[1] Basor, E.; Ge, F.; Rubinstein, M. O. Some multidimensional integrals in number theory and connections
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[29] Ivić, A. On the mean square of the divisor function in short intervals. J. Thor. Nombres Bordeaux 21

(2009), no. 2, 251–261.
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