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AVERAGES OF QUADRATIC TWISTS OF LONG DIRICHLET

POLYNOMIALS

BRIAN CONREY AND BRAD RODGERS

Abstract. We investigate averages of long Dirichlet polynomials twisted by Kronecker
symbols and we compare our result with the recipe of [CFKRS]. We are able to compute
these averages in the case that the length of the polynomial is a power less than 2 of the basic
scaling parameter on the assumption of the Lindelöf Hypothesis for L-functions of quadratic
characters, and we show that the answer is consistent with this recipe. This corresponds,
in terms of the recipe, to verifying 0- and 1-swap terms.

1. Introduction

1.1. Main results. The purpose of this note is to estimate the averages of long Dirichlet
polynomials twisted by Kronecker symbols, a topic closely connected to moments of L-
functions over a quadratic family. Our main result is Theorem 1 and gives a power saving
asymptotic estimate for

(1)
∑

d

Ψ(d/D)PA(χd)

where the sum over d is over a family of primitive quadratic characters with conductor d and

PA(χd) =
∑

n

W (n/N)
τA(n)χd(n)√

n

is a Dirichlet polynomial of length roughly N and τA is a weighted multiple divisor function
(see (2) below). Here Ψ and W are smooth weights. We obtain an answer for

N = Dη for 1 < η < 2.

In fact we will also compute averages which have been twisted in the sum over d. As we will
see the answer changes depending on the parameter η and can be seen as a confirmation of
the recipe of [CFKRS] in a restricted range. We will make use of the methods in [Sou], in
particular a critical role will be played by a Poisson summation formula proved there and
recalled in Section 3.2 of this paper.
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2 BRIAN CONREY AND BRAD RODGERS

1.2. Background. The recipe of [CFKRS] gives very precise conjectures for moments of
products of shifted L-functions averaged over a natural family. The so-called shifts are
represented by a set A = {α1, . . . , αk} of complex numbers with small real parts (in the case
of orthogonal or symplectic families) and by two such sets A and B in the case of a unitary
family. The structure of the recipe is an expression of these shifted moments as a sum over
“swapped” terms where the swaps are a shorthand way of describing the replacement of
subsets of A by all of the negatives of the elements of the subset (in the case of orthogonal or
symplectic) or replacing each subset of A by all of the negatives of the elements of an equal
sized subset of B in the case of a unitary family. The size of the subset used for swapping is
somehow an indication of the complexity of the terms, or at least the difficulty in explicating
those terms. So, the 0-swap terms (with the empty subset of A or of A and B) represent the
most obvious contributions to the moment, namely the diagonal, which basically arise from
the m = n term in a unitary family, the m = � term in a family where the characters are
quadratic characters, or the m = 1 in a family of cusp forms where the harmonic detector
is the Petersson formula. (In this case, it depends on how the moment is attacked.) The
1-swap terms (where the swapping sets have cardinality 1) are harder to uncover. They arise
from Soundararajan’s Poisson formula in the case of quadratic characters (see [Sou] and
[Flo1]); they arise from the asymptotic large sieve (see [CoIwSou, ChLi] and also [RoSou]);
they arise from the Kloosterman sum terms in the Petersson formula in the case of averaging
cusp forms (see [KoMiVa]); and they arise from an assumption about divisor correlations in
the case of the Riemann zeta-function (see [CoGh, CoGo])

As already mentioned, one is interested in averaging products of shifted L-functions; see
for instance [AnKe, Flo1, Flo2, Flo3, DiWh, Di, Son, Dj] for work on families of quadratic L-
functions in particular. However, only low moments seem possible to consider using current
techniques. Another possible way to make progress is to consider an average of a Dirichlet
polynomial which truncates the Dirichlet series for a product of shifted L-functions. Indeed,
it is exactly because low moments themselves can be closely approximated by relatively short
Dirichlet polynomials of this sort that we are able to compute them.

In computing averages of Dirichlet polynomials as opposed to moments, we will see below
that comparison with portions of the moment recipe are possible even for high moments. It
may be necessary to assume the Lindelöf Hypothesis to bound the error terms in this case.
Such a use of Lindelöf may seem contrary to the long-term goals of proving the moment
conjectures; but at this early stage of development it is important to see what is true in
order to be guided how to proceed. The family under study will have a basic parameter
which is essentially the analytic conductor of the family. The truncation parameter, called
the “length” of the polynomial, is the power of the analytic conductor. In general, if the
length is < 1, only the diagonal or 0-swap terms will contribute.

If the length is between 1 and 2, then we are in the situation described in the previ-
ous paragraph. It is this situation we will examine for the family of quadratic characters,
confirming the appearance of 0- and 1-swap terms in the aforementioned recipe. In recent
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work, Hamieh and Ng have used this perspective and Hardy-Littlewood type conjectures
for divisor functions to study mean values of Dirichlet polynomials averaged in the t-aspect
[HG]. Likewise in work concurrent with this paper, Baluyot and Turnage-Butterbaugh have
pursued a similar strategy for Dirichlet polynomials averaged over all primitive characters
using the asymptotic large sieve [BaTu], and Conrey and Fazzari have studied the analogous
problem for long Dirichlet polynomials with modular coefficients using Kloosterman sums
and the Petersson formula [CoFaz]. In an appendix to her thesis [Flo1] Florea has used
closely related ideas to study off-diagonal terms arising from an application of Soundarara-
jan’s method to the problem of moments of quadratic L-functions in function fields, likewise
making a comparison between the polar structure of these terms and that of 1-swap terms
from the CFKRS recipe.

In forthcoming work Baluyot and Conrey use the results in this paper to heuristically
study swaps larger than 0− or 1− over the family of quadratic L-functions, a symplectic
analogue of heuristics in [BaCo, CoKeI, CoKeII, CoKeIII, CoKeIV, CoKeV] for a unitary
family.

2. Setup and results

2.1. Long Dirichlet polynomials. We consider averages of long Dirichlet polynomials over
a family of quadratic characters and twisted by a quadratic character. Set

SA(D; ℓ) :=
∑

d∈D
Ψ(d/D)

∑

n≥1

W (n/N)
τA(n)χd(nℓ)√

n
,

with N = Dη for 1 < η < 2, and where τA is defined implicitly by

(2) ZA(s) =
∏

α∈A
ζ(s+ α) =

∞
∑

n=1

τA(n)

ns
.

Here D is a family of primitive quadratic Dirichlet characters (i.e. Kronecker symbols, or
characters of quadratic field extensions of Q). We will say more about our choice of family
below. The test functions Ψ and W are C∞ functions on R+ which can be thought of as
approximating the characteristic function of [1, 2] and of (0, 1] respectively. Finally ℓ is a
positive integer which is not too large (indeed the reader may wish to set ℓ = 1 on first
reading).

Our goal is to express SA(D; ℓ) in terms of the 0- and 1-swap terms predicted by the recipe
of CFKRS; we explain this prediction below.

2.2. Quadratic characters and L-functions. Recall that a quadratic character modulo
q is a non-trivial character χ such that χ2 is a trivial character modulo q. We are interested
in primitive quadratic characters (in this case a character modulo q has conductor q) and
these have the following description (see [MV, Ch. 9] for proofs of these claims):
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• for any odd prime p there is a unique primitive character of conductor p given by

(3) n 7→
(

n

p

)

where ( ··) is the Legendre symbol, and there are no primitive quadratic characters of
conductor pj for j ≥ 2.

• There is no primitive quadratic character of conductor 2. There is one primitive
quadratic character of conductor 4 given by

(4) n 7→











+1 if n ≡ 1 mod 4

−1 if n ≡ 3 mod 4

0 if n is even.

• There are two primitive quadratic characters of conductor 8, given by the functions

(5) n 7→











+1 if n ≡ ±1 mod 8

−1 if n ≡ ±3 mod 8

0 if n is even,

and

(6) n 7→











+1 if n ≡ 1, 3 mod 8

−1 if n ≡ 5, 7 mod 8

0 if n is even.

• For j ≥ 4, there are no primitive quadratic characters of conductor 2j .

Furthermore if q = q1q2 with q1 and q2 coprime and χ1 and χ2 primitive quadratic char-
acters of conductors q1 and q2 respectively, then χ1χ2 is a primitive quadratic character of
conductor q and moreover all primitive quadratic characters of conductor q = q1q2 can be
factored this way. Therefore a complete list of primitive quadratic characters is formed by
multiplying various combinations of the characters described in (3)-(6) together.

There is a convenient parameterization of such characters in terms of the Kronecker symbol
(also written ( ··) and which coincides with the Legendre symbol where the latter is defined).
Recall that an integer d is said to be a fundamental discriminant if d = 1 or d is the
discriminant of a quadratic field. It is known that an integer d is a fundamental discriminant
if and only if it is either a squarefree integer congruent to 1 modulo 4, or 4 times a squarefree
integer congruent to 2 or 3 modulo 4. (See e.g. [IR, Ch. 13.1].)

We have the following parametrization of primitive quadratic characters. For d a funda-
mental discriminant set and d 6= 1 set

χd(n) =

(

d

n

)

.
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If d = 1 set χ1(n) = 1. χd is a primitive quadratic character modulo |d|, and moreover one
may show that all primitive real characters are of this form. (Thus is may be seen that the
character in (3) is χp if p ≡ 1 mod 4 and χ−p if p ≡ 3 mod 4; the character in (4) is χ−4; the
character in (5) is χ8; and the character in (6) is χ−8.)

A critical point is that

χd(−1) =

{

+1 if d > 0

−1 if d < 0.

In other words χd is an even character if d > 0 and χd is an odd character if d < 0.

Each fundamental discriminant d is the discriminant of the field Q(
√
d), and we have the

Dedekind zeta-function of a quadratic field is given by

ζQ(
√
d) = ζ(s)L(s, χd)

where ζ(s) is the Riemann zeta-function and

L(s, χd) =
∞
∑

n=1

χd(n)

ns
.

These L-functions have functional equations which depend on the conductor of the characters
and on the parity of the character. The functional equation is given by

L(1 − s, χd) = |d|s−1/2X+(1− s)L(s, χd)

for even characters (i.e. d > 0) and

L(1 − s, χd) = |d|s−1/2X−(1− s)L(s, χd)

for odd characters (i.e. d < 0) where

X+(1− s) = 21−sπ−s cos(πs
2
)Γ(s)

X−(1− s) = 21−sπ−s sin(πs
2
)Γ(s).

We will write

Xd(1− s) =

{

|d|s−1/2X+(1− s) if d > 0

|d|s−1/2X−(1− s) if d < 0.

From Stirling’s formula, the reader can verify that

(7) |Xd(s)| ≍ (|d|(|t|+ 2))1/2−σ,

for s = σ + it in the vertical strip 1/4 ≤ σ ≤ 3/4 say.
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2.3. The recipe and Dirichlet polynomials. We are interested in averaging products of
these (shifted) L-functions at the central point 1/2. The recipe of CFKRS gives a conjectural
answer to such an average over a family of real characters. The families we consider are all
of the fundamental discriminants d that are ≡ a mod q for some fixed a and q; i.e. they are
all the fundamental discriminants contained in a fixed arithmetic progression. Let D denote
such a family. Let D be a (large) parameter and let A be a set of complex numbers with
real parts ≪ 1

logD
and imaginary parts ≪ D. Let

LA(s, χd) =
∏

α∈A
L(s + α, χd) =

∞
∑

n=1

τA(n)χd(n)

ns
.

Let Ψ ∈ C∞[1, 2] be a smooth function supported on the interval [1, 2]. We consider the
average

MA(D; ℓ) :=
∑

d∈D
Ψ

(

d

D

)

LA(1/2, χd)χd(ℓ).

The conjectural answer for this average depends on the auxiliary function

B(A) :=
∞
∑

n=�

τA(n)√
n

and, more precisely, on

B(d)(A; ℓ) :=

∞
∑

(n,d)=1
nℓ=�

τA(n)√
n

.

B(A) and B(d)(A; ℓ) are defined by these sums for ℜαi > 0 for all i and are defined by
analytic continuation for ℜαi > −1/4 for all i (see Lemma 1 below).

Conjecture 1. (Recipe) Given a set A of complex numbers with positive real parts ≪
1/ logD and imaginary parts ≪ D, there is a δ > 0 (depending on the number of elements
in the set A) such that

MA(D; ℓ) =
∑

d∈D
(d,ℓ)=1

Ψ

(

d

D

)

∑

U⊂A

∏

u∈U
Xd(1/2 + u)B(d)(A− U + U−; ℓ) +O(ℓ1/2D1−δ)

where A− U + U− is the set {a ∈ A : a /∈ U} ∪ {−u : u ∈ U}.
Remark 1. It is important to note that this statement of the recipe for this family dif-
fers in a subtle but important way from previous statements. In previous incarnations, the
fundamental Dirichlet series had the form

∞
∑

n=1
n=�

τA(n)
∏

p|n
p

p+1

n
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where the factor
∏

p|n
p

p+1
is part of the “arithmetical” apparatus of the recipe. It turns out

that the recipe can be recast in the manner above with this factor
∏

p|n
p

p+1
becoming part

of the “averaging over d” portion of the recipe and the condition (d, n) = 1 being inserted
into the fundamental Dirichlet series as above. See Lemma 2 and also Lemma 7 and the
subsequent paragraph for some calculations which show that the statements of the recipe are
equivalent, though perhaps psychologically different.

We apply Conjecture 1 to the average SA(D; ℓ) by using the Mellin transform

F̆ (s) :=

∫ ∞

0

F (u)us−1 du.

Note that if F is a smooth function compactly supported on a closed interval I ⊂ (0,∞),

we have that F̆ is an entire function of exponential type with

F̆ (a + it) ≪a,A
1

|t|A ,

for any a ∈ R and any constant A > 0, and we have the inversion formula

F (u) =
1

2πi

∫

(a)

F̆ (s)u−s ds

where the path of integration is on any vertical line segment from a− i∞ to a+ i∞.

We use the notation

As = {α + s : α ∈ A}
in what follows. Conjecture 1 then suggests

Conjecture 2. Let a be a small fixed positive constant (e.g. a = 1/10). Given a set A of
complex numbers with positive real parts ≪ 1/ logD and imaginary parts ≪ D, there is a
δ > 0 (depending on the number of elements in A) such that

SA(D; ℓ) =
1

2πi

∫

(a)

W̌ (s)N s
∑

d∈D
(d,ℓ)=1

Ψ

(

d

D

)

∑

U⊂As

∏

u∈U
Xd(1/2 + u)B(d)(As − U + U−; ℓ) ds

+O(ℓ1/2D1−δ),

for N = Dη with 0 < η < H, for any fixed H.

Indeed, it should be possible to demonstrate that Conjectures 1 and 2 are equivalent –
Conjecture 2 following from Conjecture 1 via a simple Mellin transformation, and the other
direction via an approximation of L-functions with Dirichlet polynomials – but we do not
pursue a formal equivalence here.
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2.4. Statement of results. In this paper we will focus on the family D of Soundarajan’s
paper [Sou] on quadratic non-vanishing, namely the family of positive discriminants divisible
which are divisible by 8. This familyD can be writtenD = {8d : 2d is squarefree and positive}.
The reason for choosing this family is only ease of explication. For 8d ∈ D, define

PA(χ8d; ℓ) :=
∑

n

W
( n

N

) τA(n)χ8d(nℓ)√
n

where ℓ is odd. (Becasue χ8d(m) = 0 if m is even, we have that if ℓ is even, then PA(χ8d; ℓ) =
0. For the same reason the sum above can be restricted to odd n.)

Let

SA(D; ℓ) :=
∑

d

µ2(2d)Ψ

(

d

D

)

PA(χ8d; ℓ).

Our main result is the following:

Theorem 1. Assume the Lindelöf Hypothesis for the functions L(s, χd). Let a be a small
fixed constant (e.g. a = 1/10). Given a set A of complex numbers with positive real parts
≪ 1/ logD and imaginary parts ≪ 1, we have for any ǫ > 0,

SA(D; ℓ) =
∑

(d,ℓ)=1

µ2(2d)Ψ

(

d

D

)

1

2πi

∫

(a)

W̆ (s)N s
∑

U⊂As
|U|≤1

∏

u∈U
X8d(1/2 + u)B(2d)(As − U + U−; ℓ) ds

+O(N1/4D1/2+ǫℓ1/4+ǫ).

In this theorem we have adopted the convention that D is sufficiently large, so that the
shifts of size ≪ 1/ logD will be smaller than given small constants like a. The rest of the
paper should be read with this convention in mind. It should be possible with more book-
keeping to prove this theorem where shifts have imaginary part ≪ D, but we have focused
on the range above for ease of explication.

One expects that PA(χ8d; ℓ) is of size O(N ǫ) so that one expects SA(D; ℓ) to be of size
O(DN ǫ). Thus the error term is a power savings for N = Dη as long as η < 2. For η > 2
the error term will be larger than the main term.

Note that the sum over U in this theorem is restricted to |U | ≤ 1. As the η in N = Dη

gets larger we would expect more terms to enter into the formula; namely all the terms U
with |U | ≤ η. Indeed, one may show that terms with |U | > η will make no contribution if
added in:

Proposition 1. Let a be a small fixed constant (e.g. a = 1/10). For N = Dη with η < j,
and a set A of complex numbers as in Theorem 1, if d ≍ D, then

(8)
1

2πi

∫

(a)

W̆ (s)N s
∑

U⊂As
|U|=j

∏

u∈U
Xd(1/2 + u)B(d)(As − U + U−; ℓ) ds ≪ D−ǫ

for some constant ǫ > 0 (depending on j and η).
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Thus combining this Proposition with the Theorem above, we see the Lindelöf Hypothesis
implies Conjecture 2 for the family of Soundararajan when η < 2. We give the proof of
Proposition 1 in Section 3.1 below.

3. Preliminaries

3.1. Analytic continuation of B. We have already used the following analytic continua-
tion of the function B(d)(A; ℓ) in order to state our results:

Lemma 1. For A = {α1, ..., αk} with ℜ αi > 0 for all i,

B(d)(A; ℓ) =
∏

α∈A
ζ(1 + 2α)

∏

{α,β}⊂A

ζ(1 + α + β) · C(d)(A; ℓ),

where C(d)(A; ℓ) is given by an Euler product which is convergent as long as for some δ > 0,
we have ℜαi ≥ −1/4 + δ for all i. Moreover C(d)(A; ℓ) ≪δ,ǫ d

ǫ for any ǫ > 0 in this region,
uniformly in d and ℓ.

Note that this continuation implies in Conjecture 2 and Theorem 1 that the integral over
the line with real part a will not involve integrating over a singularity for sufficiently large
D.

Proof. For ℜαi > 0 for all i, one finds

B(d)(A; ℓ) =
∏

p

(

1 +
τA(p

2)

p
+

τA(p
4)

p2
+ · · ·

)

· Ed(A; ℓ),

with

E (d)(A; ℓ) =
∏

νp(ℓ) odd
(p,d)=1

(τA(p)/p
1/2 + τA(p

2)/p3/2 + · · ·
1 + τA(p2)/p+ · · ·

)

∏

p|d

1

1 + τA(p2)/p+ · · · .

E (d)(A; ℓ) is a finite Euler product, and it is easy to verify that the first term of it is bounded
in the region ℜαi ≥ −1/4 + δ for all i, while the second term is ≪δ,ǫ d

ǫ. Hence

E (d)(A; ℓ) ≪ǫ,δ d
ǫ.

Yet using

τA(p
2) =

∑

α∈A
p−2α +

∑

{α,β}⊂A

p−αp−β,

we have
∏

p

(

1 +
τA(p

2)

p
+

τA(p
4)

p2
+ · · ·

)

=
∏

α∈A
ζ(1 + 2α)

∏

{α,β}⊂A

ζ(1 + α + β) · E ′(A),
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with E ′(A) = Oδ(1) in the region ℜαi ≥ −1/4 + δ for all i. Hence

B(d)(A; ℓ) =
∏

α∈A
ζ(1 + 2α)

∏

{α,β}⊂A

ζ(1 + α+ β) · E ′(A) · E (d)(A; ℓ)

and the claim follows. �

Proof of Proposition 1. We claim for s = σ + it,

(9)
∑

U⊂As
|U|=ℓ

∏

u∈U
Xd(1/2 + u)B(d)(As − U + U−; ℓ) ≪ D−kσ+ǫ(|t|+ 2)−kσ.

To see this we use Corollary 1, proved in the Appendix, with

F (u1, ..., uj; v1, ..., vk−j) = Xd(1/2+u1) · · ·X2(1/2+uj)B(d)(−u1, ...,−uj, v1, ..., vk−j)∆(u; v),

in the notation of that Corollary. If s = σ+ it, and ui and vi all have imaginary parts within
a bounded distance of t and real parts within a sufficiently small bounded distance of σ,
we have that F (u; v) ≪ D−jσ+ǫ(|t|+ 2)−jσ+ǫ, from Stirling’s formula (7), Lemma 1 and the
Lindelöf Hypothesis. Hence the left hand side of (9) is

1

j!(k − j)!

1

(2πi)k

∫

Γ

· · ·
∫

Γ

∫

Γ

· · ·
∫

Γ

F (z;w)∆(z;w)∆(z)2∆(w)2

∆(z;As)∆(w;As)
dk−jw djz,

where we choose a contour Γ of bounded length enclosing all points of As which remains a
small distance away from any point of As. This then yields (9).

By using the decay of the function W̆ , we thus see that (8) is ≪ DηaD−jaDǫ for arbitrary
ǫ > 0. As η < j this proves the claim. �

3.2. Sieving for squarefrees and Soundararajan’s summation formula. By the Lin-
delöf Hypothesis, for d ≍ D and shifts α ∈ A with real part ≪ 1/ logD and imaginary part
≪ D,

PA(χ8d; ℓ) =
χ8d(ℓ)

2πi

∫

(1)

LA(s+ 1/2, χ8d)W̌ (s)N s ds ≪ DǫN ǫ

upon moving the path of integration to the ℜs = ǫ line. The same estimate holds whether
d is a fundamental discriminant or not. Since

µ2(d) =
∑

c2|d
µ(c),

we have

SA(D; ℓ) =
∑

c

∑

d odd
c2|d

µ(c)Ψ

(

d

D

)

PA(χ8d; ℓ).
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We introduce a parameter Y and split this sum into those terms with c ≤ Y and those with
c > Y . An optimal choice of Y will be made later. The sum with the terms with c > Y are,
by the Lindelöf Hypothesis,

≪
∑

c>Y

∑

b≪D/c2

|PA(χ8bc2 ; ℓ)| ≪ D1+ǫY −1,

as long as N grows no more than polynomially in D.

Thus as long as N grows no more than polynomially in D we have

SA(D; ℓ) =
∑

d odd

∑

c2|d
c≤Y

µ(c)Ψ

(

d

D

)

PA(χ8d; ℓ) +O(D1+ǫY −1).

Our basic tool to analyze this sum is the Poisson formula of Soundararajan’s paper [Sou,
Lem 2.6]

Lemma 2. (Poisson summation formula) Let m be a positive odd integer. We have

∑

d odd

∑

c2|d
c≤Y

µ(c)Ψ

(

d

D

)

χd(m) = D

(

2
m

)

2m

∑

(c,2m)=1
c≤Y

µ(c)

c2

∞
∑

k=−∞
(−1)kGk(m)Ψ̃

(

kD

2c2m

)

where

Ψ̃(x) =

∫ ∞

−∞
Ψ(u)(cos 2πxu+ sin 2πxu) du

and where G0(m) = φ(m) if m = � and 0 otherwise; and if k 6= 0 then Gk(m) is a
multiplicative function of m whose value at m = pµ is determined by the value of κ for which
pκ || k by

Gk(p
µ) =



























0 if µ ≤ κ and µ is odd
φ(pµ) if µ ≤ κ and µ is even
−pκ if µ = κ + 1 and µ is even
(

kp−κ

p

)

pκ
√
p if µ = κ + 1 and µ is odd

0 if µ ≥ κ+ 2

In fact Gk(m) can also be written in terms of Gauss sums (see [Sou, Sec. 2.2]), but it is
the multiplicative characterization above that will be useful for us.

We apply this to our sum with m = nℓ (noting that both n and ℓ must be odd if χ8d(nℓ) 6=
0) and get

SA(D; ℓ) = S ′
A(D; ℓ) +O(D1+ǫY −1),

where

(10) S ′
A(D; ℓ) = D

∑

(n,2)=1

W
( n

N

) τA(n)√
n

1

2nℓ

∑

(c,2nℓ)=1
c≤Y

µ(c)

c2

∞
∑

k=−∞
(−1)kGk(nℓ)Ψ̃

(

kD

2c2nℓ

)

.
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We have used the fact that χ8d(nℓ) =
(

8d
nℓ

)

=
(

8
nℓ

)

χd(nℓ), the first factor of which cancels

the term
(

2
nℓ

)

coming from the right hand side of Lemma 2.

3.3. An outline of the proof. Having approximated SA(D; ℓ) by the expression in (10),
we can now outline the main steps in our proof to be carried out in the following sections. In
Section 4.1 we examine those terms from the right hand side of (10) corresponding to k = 0.
The contribution from these terms will be diagonal contributions and will be relatively easy
to evaluate. These terms will be seen to correspond to the contribution in Theorem 1 from
B = ∅ (the 0-swap contribution). In Section 4.2 the terms for which k 6= 0 are examined.
The contribution from these terms will be found via the collection of residues from a multiple
contour integral. Terms for which k is a square will be seen to contribute to the main term,
while other terms will be seen to contribute only to an error term. The function Gk2(n) is
a multiplicative function of two variables, and this fact, combined with a factorization into
Euler products and analytic continuation, allows for contours to be shifted and residues to
be computed. Finally in Section 5 the answer that is obtained this way is compared with
the recipe prediction for 1-swap terms in Theorem 1. That two expressions are equal is
not immediately clear; it requires a somewhat involved comparison of Euler products and
gamma factors.

4. Diagonal and off-diagonal terms

4.1. Evaluating S0. The contribution from the k = 0 term of S ′
A(d; ℓ) in (10) is

S0
A(D; ℓ) := DΨ̃(0)

∑

nℓ=�

(n,2)=1

W
( n

N

)

∑

(c,2nℓ)=1
c≤Y

µ(c)

c2
φ(nℓ)

2nℓ

τA(n)√
n

.

In this section we show that S0(A; ℓ) is equal to the 0-swap terms in Theorem 1 up to a
small error term.

Lemma 3. For any m and D and a smooth function Ψ we have

DΨ̃(0)
φ(m)

m

∑

c≤Y
(c,m)=1

µ(c)

c2
=

∑

(d,m)=1

µ2(d)Ψ

(

d

D

)

+O

(

D1/2 log Y +
D

Y

)

.
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Proof. Decomposing µ2(d) =
∑

bc2=d µ(c) and splitting into parts with c ≤ Y and c > Y ,

∑

(d,m)=1

µ2(d)Ψ

(

d

D

)

=
∑

(bc2,m)=1
c≤Y

µ(c)Ψ(bc2/D) +O
(

∑

(bc2,m)=1
c>Y

|Ψ(bc2/D)|
)

=
∑

(c,m)=1
c≤Y

µ(c)
∑

(b,m)=1

Ψ(bc2/D) +O
(

∑

c>Y

D/c2
)

=
∑

(c,m)=1
c≤Y

µ(c)
∑

g|m
µ(g)

∑

h

Ψ(ghc2/D) +O

(

D

Y

)

.

The sum over h is

1

2πi

∫

(2)

ζ(s)Ψ̌(s)
Ds

c2sgs
ds = Ψ̌(1)

D

c2g
+O

(

D1/2c−1g−1/2
)

This gives

∑

(d,m)=1

µ2(d)Ψ

(

d

D

)

= Ψ̌(1)
φ(m)

m
D
∑

c≤Y
(c,m)=1

µ(c)

c2
+O

(

D1/2 log Y +
D

Y

)

Since Ψ̌(1) = Ψ̃(0), the proof is complete. �

We apply this with m = 2nℓ with n and ℓ odd. Noting that φ(2nℓ) = φ(nℓ) we see that
(11)

S0
A(D; ℓ) =

1

2πi

∫

(a)

W̆ (s)N s
∑

(d,ℓ)=1

µ2(2d)Ψ

(

d

D

)

B(2d)(As; ℓ) ds+O(D1/2 log Y +DY −1)

and so contributes the 0-swap terms (i.e. those with |B| = 0) in our theorem with an error
term that will be acceptable with a good choice of Y .

4.2. Evaluating S 6=0. Now we treat k 6= 0. This computation is somewhat lengthy and
consists of four steps. We outline the steps here, but a reader may prefer to continue reading
on and then come back to this outline while organizing the argument in their mind. In Step

1 we express S 6=0
A as a multiple contour integral in variables s and w. This contour integral

involves a function U∗(s, w; Y ), with a sum of terms Uc(s, w) for c ≤ Y . In Step 2 we
analytically continue the functions Uc(s, w) in the variable w; this allows us to push back the
contour in w and extract residues. In Step 3, we evaluate the residues which remain. This
is done via a different analytic continuation in s, which allows us both to push backward
the contour in s and then to complete the sum in c up to a small error term. In Step 4 we
use the functional equation of the zeta function to rewrite this completed sum in a way that
looks more like terms from the 1-swap recipe.
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In this way we obtain a good approximation for S 6=0
A which (at least superficially) resembles

the 1-swap terms in Theorem 1. What remains is to show that the terms that arise this way
actually are equal to those that appear in Theorem 1. This (nontrivial) comparison is done
in the following section.

Step 1. We use

∑

n

ang(n) =
1

2πi

∫

(a)

∞
∑

n=1

an
nw

(
∫ ∞

0

g(t)tw−1 dt

)

dw

for an appropriate value of a.

Let S 6=0
A (D; ℓ) be the contribution of the non-zero k terms in S ′

A(D; ℓ). We have

S 6=0
A (D; ℓ)

=
D

2πi

∫

( 1
2
)

∑

(n,2)=1

n−w τA(n)√
n

1

2nℓ

∑

(c,2nℓ)=1
c≤Y

µ(c)

c2

∑

k 6=0

(−1)kGk(nℓ)

∫ ∞

0

W

(

t

N

)

Ψ̃

(

kD

2c2tℓ

)

tw−1 dt dw

We rewrite the integral over t above using the following lemma.

Lemma 4. For any γ with ℜw < γ we have
∫ ∞

0

W

(

t

N

)

Ψ̃

(

C

t

)

tw−1 dt =
1

2πi

∫

(γ)

W̆ (s)Ψ̆(1− s+ w)X(1− s+ w)N sCw−s ds

where

X(1− s) = (2π)−sΓ(s)
(

cos
πs

2
+ sin

πs

2

)

.

Proof. The integral in question is
∫ ∞

0

W

(

t

N

)

tw−1

∫ ∞

−∞
Ψ(u)(cos 2πu

C

t
+ sin 2πu

C

t
) du dt

We substitute v = C
t
u and have (recall Ψ is supported on [1, 2])

∫ ∞

0

W

(

t

N

)

tw−1

∫ ∞

0

Ψ

(

tv

C

)

(cos 2πv + sin 2πv)
t

C
dv dt

We use

W

(

t

N

)

=
1

2πi

∫

(γ)

W̆ (s)

(

t

N

)−s

ds

where we initially choose γ < 1 + ℜw and bring the t-integral to the inside; it is
∫ ∞

0

Ψ

(

tv

C

)

tw−s+1dt

t
= Ψ̆(w − s+ 1)

(

C

v

)w−s+1

.
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The v-integral is
∫ ∞

0

vs−w−1(cos 2πv + sin 2πz) dv = X(1− s+ w).

The lemma now follows upon collecting these results with a larger range of γ permitted by
analytic continuation. �

Let

U∗(s, w; Y ) :=
∑

(c,2ℓ)=1
c≤Y

µ(c)

c2−2s+2w
U∗
c (s, w)

where

U∗
c (s, w) :=

∑

(n,2c)=1

τA(n)

n1+w

∑

k 6=0

(−1)k
Gk(nℓ)/

√
n

ks−w

Then

S 6=0
A (D; ℓ) =

1

(2πi)2

∫

( 1
2
)

∫

(2)

W̆ (s)Ψ̆(1− s+ w)X(1− s+ w)N sU∗(s, w; Y )

(

D

2ℓ

)1−s+w

ds dw

Step 2. Now we begin the process of analytic continuation of U∗
c (s, w) in s and w. In

this step, we analytically continue in w, and shift the contour in w to extract residues. The
residues which are extracted will correspond to square values of k in the sums above.

Note that Gk(n) = G4k(n) for odd n. For any non-zero integer k we can write 4k = k1k
2
2

uniquely where k1 is a fundamental discriminant (k1 = 1 is allowed) and where k2 is positive.

Lemma 5. We have
∑

(n,2c)=1

τA(n)G4k(nℓ)/
√
n

n1+w
= LA(1 + w, χk1)GA(1 + w; k, ℓ, c)

where GA(w+1; k, ℓ, c) is holomorphic for ℜw > −1/2+maxα∈A |ℜα| and is≪ cǫkǫℓ
1
2
+ǫ(ℓ, k2

2)
1/2

there, for any ǫ > 0.

The proof is essentially the same as that of Lemma 5.3 of [Sou].

So now

U∗
c (s, w) =

∑

k 6=0

(−1)k

ks−w
LA(w + 1, χk1)GA(w + 1; k, ℓ, c).

Now LA(w+1, χk1) is entire unless k1 = 1 in which case LA(w+1, χ1) = ZA(w+1) which
has poles at w = −α for α ∈ A. We move the paths of integration now, first we move w to
the line ℜw = −1/2 + δ and then we move s to ℜs = 1/2 + 2δ.
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In doing so we cross poles at w = −α when k1 = 1 (i.e when k = �). Choose ǫ > 0
and then δ > 0 sufficiently small based on ǫ. By Lemma 2 and the Lindelöf hypothesis the
integral on the new path is ≪ N1/2DǫY 1+ǫℓ

1
2
+2ǫ, where again we suppose N grows no more

than polynomially in D.

Thus,

S 6=0
A (D; ℓ) = S�

A(D; ℓ) +O(N1/2DǫY 1+ǫℓ
1
2
+ǫ)

where

S�

A(D; ℓ) :=
∑

α∈A

1

2πi

∫

( 1
2
+δ)

W̆ (s)Ψ̌(1− s− α)X(1− s− α)N s

× Res
w=−α

U(s, w; Y )

(

D

2ℓ

)1−s−α

ds.(12)

where

U(s, w; Y ) :=
∑

(c,2ℓ)=1
c≤Y

µ(c)

c2−2s+2w
Uc(s, w),

with

Uc(s, w) :=

∞
∑

k=1

(−1)k
2

k2(s−w)ZA(w + 1)GA(w + 1; k, ℓ, c)

defined for ℜw > −1/2 + δ and ℜ(s− w) > 1/2.

Now consider the region ℜw > maxα∈A |ℜα| and ℜ(s− w) > 1/2. In this region we may
expand this expression as a Dirichlet series and we have

Uc(s, w) =
∑

(n,2c)=1

τA(n)

n1+w

∞
∑

k=1

(−1)k
Gk2(nℓ)/

√
n

k2s−2w

= −(1 − 21+2w−2s)
∑

(n,2c)=1

τA(n)

n1+w

∞
∑

k=1

Gk2(nℓ)/
√
n

k2s−2w

= −1 − 21+2w−2s

1− 22w−2s

∑

(n,2c)=1

τA(n)

n1+w

∑

k odd

Gk2(nℓ)/
√
n

k2s−2w
,(13)

where in the last two lines we have again used the property Gk(m) = G4k(m) as long as m
is odd. Note that in this range of w and s, both the sum over n and the sum over k will be
absolutely convergent.

Step 3. We now analytically continue the expression Resw=−αUc(s, w) in s. This will
allow us analytically continue Resw=−αU(s, w; Y ) as well, which in turn allows us to shift
the contour of s in (12) to a vertical line with small real part. This enables us to complete
the sum over c in U(s, w; Y ). Because the resulting expression is a complete sum in all
parameters, it will be easier to treat using Euler products in the next section.
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It will be convenient to isolate an Euler product with only odd prime factors. For that
reason we define the functions

(14) ζ [2](s) = (1− 2−s)ζ(s), Z
[2]
A (s) =

∏

α∈A
ζ [2](α + s),

which are defined so as for ℜs > 1 to have the usual Euler products with the local factor at
the prime 2 removed.

Lemma 6. Let a be a small fixed constant. Then in the region ℜw > 0 and ℜ(s−w) > 1/2,
for odd coprime c and ℓ,

(15) Uc(s, w) = −1 − 21+2w−2s

1− 22w−2s
Z

[2]
A (1 + w)ζ [2](2s− 2w)Vc(s, w; ℓ),

where Vc(s, w; ℓ) is analytic in s and w for a ≤ ℜs and −a/4 ≤ ℜw ≤ ℜs − a/2 and
in this region (i) has a convergent Euler product over only odd primes, and (ii) satisfies
Vc(s, w; ℓ) ≪ǫ c

ǫℓ1+ǫ, where ǫ > 0 can be chosen arbitrarily.

Consequently for odd coprime c and ℓ, the function Uc(s, w) has an analytic continuation
to this region and

(16) Res
w=−α

Uc(s, w) = −1

2
· 1− 21−2α−2s

1− 2−2α−2s
Z

[2]
A′ (1− α)ζ [2](2s+ 2α)Vc(s,−α; ℓ),

for A′ := A \ {a}.

Proof. Note that f(k, n) = Gk2(n) is a multiplicative function of two variables; i.e. we have
f(k1k2, n1n2) = f(k1, n1)f(k2, n2) whenever (k1n1, k2n2) = 1. This allows us to express
Uc(s, w) as an Euler product. Let

Hp(s, w; ℓ) =
∞
∑

n,k=0

∞
∑

k,n=0

τA(p
n)Gp2k(p

n+νp(ℓ))

pnw+n/2+2k(s−w)
,

where νp(ℓ) := max{k : pk|ℓ} is the p-adic valuation of ℓ. We calculate from (13) that for
ℜw > 0 and ℜ(s− w) > 1/2, as long as c and ℓ are coprime odd numbers,

Uc(s, w) = −1 − 21+2w−2s

1− 22w−2s

∏

p∤2cℓ

Hp(s, w; 1)
∏

p|c

∞
∑

k=0

1

pk(2s−2w)

∏

p|ℓ
Hp(s, w; ℓ)

= −1 − 21+2w−2s

1− 22w−2s

∏

p>2

Hp(s, w; 1)
∏

p|c

∑

k≥0 1/p
k(2s−2w)

Hp(s, w; 1)

∏

p|ℓ

Hp(s, w; ℓ)

Hp(s, w; 1)
(17)
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Using the values in Lemma 2 to evaluate Gp2k(p
n), we find for a ≤ ℜs and −a/4 ≤ ℜw ≤

ℜs− a/2, if we let v = 2s− 2w (so ℜv ≥ a),

Hp(s, w; 1) =
(

1− 1

pv

)−1(

1 +
τA(p

2)φ(p2)

p3+2wpv
+

τA(p
4)φ(p4)

p6+4wp2v
+

τA(p
6)φ(p6)

p9+6wp3v
+ · · ·

)

+
(τA(p)

p1+w
+

τA(p
3)

p2+2w
+

τA(p
5)

p3+5w
+ · · ·

)

=
(

1− 1

pv

)−1(

1 +
τA(p)

p1+w
+

τA(p
2)

p2(1+w)
+ · · ·

)(

1 +O
( 1

p1+δ

))

,

for sufficiently small δ > 0 as long as a is sufficiently small. From these terms the factor

Z
[2]
A (1 + w)ζ [2](2s− 2w) can be extracted.

Note furthermore that this implies in this region of w and s that Hp(s, w; 1) = eOa(1). We
can use the same argument and the values in Lemma 2 to see that Hp(s, w; ℓ) ≪a p

νp(ℓ). And
finally it is easy to see that

∑

1/pk(2s−2w) = eOa(1).

If we return to (17) using this information and the fact that number of primes factors of
c is o(log c) (and likewise for ℓ) we obtain (15).

The claim (16) then follows immediately as Uc(s, w) has a simple pole for w at −α, coming

from the factor ζ [2](1 +w+ α) in Z
[2]
A (1 +w). Note that ζ [2](1 +w+ α) has a residue of 1/2

at w = −α. �

Return to (12). We may push the contour from the line ℜs = 1/2+ δ to ℜs = a for a any
small fixed positive constant, using (16). Note that for all c, the function Resw=−α Uc(s, w)
has no poles for s in between these lines; the simple pole of the function ζ(2s + 2α) at
2s+ 2α = 1 is cancelled by the zero of (1− 21−2α−2s) at this point. Now bring the sum over
α ∈ A inside the integral, and note from the singularity structure of (15) we may write,

∑

α∈A
Res
w=−α

Uc(s, w) =
1

2πi

∫

γ

Uc(s, w) dw,

where γ = ∪γα is a union of sufficiently small contours encircling each α ∈ A.

Now along the line ℜs = a we complete the sum in c. By Lemma 6 and the above expres-
sion for

∑

ResUc(s, w), one sees that this introduces an error term of size ≪ D1+ǫℓǫ/Y 1−ǫ

as long as a is sufficiently small (depending on ǫ).

Hence from (12), what we have shown is that for sufficiently small positive a (depending
on ǫ),
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(18)

S 6=0
A (D; ℓ) =

∑

α∈A

1

2πi

∫

(a)

W̆ (s)Ψ̆(1− s− α)X(1− s− α)N s Res
w=−α

U(s, w)

(

D

2ℓ

)1−s−α

ds

+O(N1/2DǫY 1+ǫℓ
1
2
+ǫ +D1+ǫℓǫ/Y 1−ǫ),

where U(s, w) := limY→∞ U(s, w; Y ) is well-defined in the region of this integral.

Step 4. We now rewrite the expression above in a way that more closely resembles the
1-swap terms we are seeking.

Lemma 7. For ℜs = a with a > 0 sufficiently small and all elements of the set A with
sufficiently small imaginary parts, and odd ℓ,

X(1− s− α) Res
w=−α

U(s, w)
1

(2ℓ)1−s−α

= 8s+α−1χ(1/2 + s+ α)
ℓs+α−1

2
ζ [2](1− 2s− 2α)Z

[2]
A′ (1− α)

∑

(c,2ℓ)=1

µ(c)

c2−2s−2α
Vc(s,−α; ℓ).

Here χ(s) := X+(s), so as usual ζ(s) = χ(s)ζ(1− s).

Proof. Note the easily proven identity

X(1− s− α)χ(2s+ 2α) = 4−α−sχ(1/2 + s+ α).(19)

We will also use (16) of Lemma 6. Note that in (16) we may make the substitution

ζ [2](2s+ 2α) =
1− 2−2s−2α

1− 22s+2α−1
ζ [2](1− 2s− 2α)χ(2s+ 2α).

Applying (19) and a little algebra, we obtain lemma. �

Plainly the left hand side of this identity can be directly substituted into (18), and because
the terms 8s+α−1χ(1/2 + s+ α) resemble those in the 1-swap recipe, this brings us closer to
a proof of Theorem 1.

5. Identities

The answer we have obtained has begun to look like the contribution from 1-swap terms.
There are two remaining ingredients to complete our proof. First, in the following subsection,
we apply Lemma 7 and make use of a comparison of Euler products to get a version of
Theorem 1 with no averaging over d. Then, in second subsection, we show that an average
in d can be extracted from the result just obtained. This allows us to compare to the claim
in Theorem 1.
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5.1. A comparison of Euler products. For ℜαi > 0 for all i, define

B̃(2)(A; ℓ) :=
∑

nℓ=�

(n,2)=1

τA(n)anℓ√
n

, with am :=
∏

p|m

p

p+ 1
,

and define B̃(2)(A; ℓ) for other parameters αi by analytic continuation. In analogy with
Lemma 1, we have

B̃(2)(A; ℓ) =
∏

α∈A
ζ(1 + 2α)

∏

{α,β}⊂A

ζ(1 + α + β) · C̃(2)(A; ℓ),

for C̃(2)(A; ℓ) given by an Euler product convergent as long as ℜαi > −1/4 for all i (with

the proof of Lemma 1 applying mutatis mutandis). Thus B̃(2)(A; ℓ) may be analytically
continued into this region.

In this subsection we prove the following identity.

Lemma 8. For sufficiently small a > 0 and ℜs = a, for odd positive integers ℓ,

(20)

ℓs+α−1

2
ζ [2](1−2s−2α)Z

[2]
A′ (1−α)

∑

(c,2ℓ)=1

µ(c)Vc(s,−α; ℓ)

c2−2s−2α
=

λ

ζ [2](2)
B̃(2)((A′)s∪{−α−s}; ℓ),

where λ := 1/2.

We have left λ in this expression rather than writing 1/2 in order to easily refer to this
factor later.

Proof. Retracing our steps, note that the left hand side of (20) is equal to

(21) ℓs+α−1 ζ
[2](1− 2s− 2α)

ζ [2](2s+ 2α)

[

Res
w=−α

U(s, w)
(

− 1− 22w−2s

1− 21+2w−2s

)]

= ℓs+α−1 ζ
[2](1− 2s− 2α)

ζ [2](2s+ 2α)

[

lim
w=−α

λ

ζ [2](1 + w + α)
U(s, w)

(

− 1− 22w−2s

1− 21+2w−2s

)]

Again λ = 1/2; this factor appears here because 1/ζ(s) ∼ λ/ζ [2](s) as s → 1.

We show that the left hand side and right hand side of (20) are equal by an identification
of Euler products. We will show for p > 2 and ν ≥ 0 even,

(22)
1

pν−ν(s+α)

1− p−2(s+α)

1− p2(α+s)−1

(

1− 1

p

) ∞
∑

c,k,n=0
min{c,n+ν}=0

µ(pc)τAs
(pn)Gp2k(p

n+ν)

p2k(s+α)+c(2−2α−2s)+ 3
2
n−n(s+α)

=

(

1− 1

p2

) ∞
∑

n=0

τ(A′)s∪{−α−s}(p
2n)apn+ν

pn
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while if ν > 0 is odd,

(23)
1

pν−ν(s+α)

1− p−2(s+α)

1− p2(α+s)−1

(

1− 1

p

) ∞
∑

k,n=0

τAs
(pn)Gp2k(p

n+ν)

p2k(s+α)+ 3
2
n−n(s+α)

=
1√
p

(

1− 1

p2

) ∞
∑

n=0

τ(A′)s∪{−α−s}(p
2n+1)apn+ν

pn
.

(In fact (22) is true for even and odd ν and contains (23) as a special case, but it will be
more transparent to separate the two cases.)

By using (13) to analyze (21), the left hand sides of (22) and (23) are formally the local
factor of an Euler product for the left hand side of (20), and likewise the right hand sides
are formally the Euler product for the right hand side of (20), where ν = νp(ℓ). (Note
that the product over odd primes will in each case formally be 2 times each side of (20),
owing the factors λ = 1/2 we have labelled.) The products of these local factors over
all odd primes will not converge, but from the preceding discussion one sees that if these
local factors are multiplied (on both the left and right hand side) by the local factors of

(ζ [2](1− 2s− 2α)Z
[2]
A′ (1− α))−1, the resulting product over all odd primes will converge, for

ℜs = a. We therefore will have proved the Lemma if we verify (22) and (23).

It is sufficient to prove the identities (22) and (23) in the case that s = 0, as the general
case follows from this case by replacing the arbitrary set A by As; therefore we assume that
s = 0 below.

To prove the identities we let X = p−α and Y = pα−
3
2 = 1

p
3
2 X

. and observe that

Gp2k(p
m) =







φ(pm) if m ≤ 2k and m is even
p2k+1/2 if m = 2k + 1
0 otherwise

so that
∞
∑

k=0

Gp2k(p
m)X2k =

{ φ(pm)
(1−X2)

Xm if m is even√
ppm−1Xm−1 if m is odd

From this, we see that ν even gives

1

pν+να

∞
∑

k,n=0

τA(p
n)Gp2k(p

n+ν)X2kY n =
∞
∑

n=0

τA(p
2n)φ(p2n+ν)

(1−X2)pν
X2nY 2n +

√
p

∞
∑

n=0

τA(p
2n+1)p2nX2nY 2n+1.

If ν is odd we have

1

pν+να

∞
∑

k,n=0

τA(p
n)Gp2k(p

n+ν)X2kY n =
∞
∑

n=0

τA(p
2n)p2n−

1
2X2n−1Y 2n +

∞
∑

n=0

τA(p
2n+1)φ(p2n+1+ν)

(1−X2)pν
X2n+1Y 2n+1.
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The first equation, with ν even, may be rewritten as

1

pν+να

∞
∑

k,n=0

τA(p
n)Gp2k(p

n+ν)X2kY n =
∞
∑

n=0

τA(p
2n)φ(p2n+ν)/p2n+ν

(1−X2)pn
+

1

pX

∞
∑

n=0

τA(p
2n+1)

pn
.

If ν = 0 this is
∞
∑

k,n=0

τA(p
n)G2k(p

n)X2kY n =
1

(1−X2)
+

τA(p)

pX
+

∞
∑

n=1

(

(1− 1/p)

(1−X2)
τA(p

2n) +
τA(p

2n+1)

pX

)

p−n

If ν > 0 this is

1

pν+να

∞
∑

k,n=0

τA(p
n)Gp2k(p

n+ν)X2kY n =
(1− 1/p)

(1−X2)

∞
∑

n=0

τA(p
2n)

pn
+

1

pX

∞
∑

n=0

τA(p
2n+1)

pn
.

The second equation, with ν odd becomes

1

pν+να

∞
∑

k,n=0

τA(p
n)Gp2k(p

n+ν)X2kY n =
1√
pX

∞
∑

n=0

τA(p
2n)

pn
+

1√
p

(1− 1
p
)

(1−X2)

∞
∑

n=0

τA(p
2n+1)

pn
.

Let’s focus on the ν = 0 case. Let z = 1/p. We need to add in the contribution when c = 1
which is

−1

p2−2α

∞
∑

k=0

1

p2kα
= − z2

X2(1−X2)

since (1− p−2α) = 1−X2. Let

T (n) := τA(p
n) and U(n) := τA′∪{−α}(p

n).

Then, our identity in the case ν = 0 may be rewritten as

− z2

X2
+ 1 + (1− z)

∞
∑

k=1

T (2k)zk +

(

1

X
−X

)

z

∞
∑

k=0

T (2k + 1)zk

?
= (1 + z)

(

1− z

X2

)

(

1 +
1

1 + z

∞
∑

k=1

U(2k)zk

)

Let us consider the coefficient of zn on both sides. For n = 0, 1 or 2 we can check that the
coefficients of zn on both sides are equal. For n ≥ 3 we would like to show that

T (2n)− T (2n− 2) +

(

1

X
−X

)

T (2n− 1)
?
= U(2n)− U(2n− 2)

X2
(24)

For a set A containing an element α recall the identity

τA(p
n) = τA′(pn) + p−ατA(p

n−1)

where A′ = A− {α}. Let
tn = τA′(pn).
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Then we have
T (2n) = t2n +Xt2n−1 +X2T (2n− 2);

T2n−1 = t2n−1 +XT2n−2;

U(2n) = t2n +
1

X
t2n−1 +

1

X2
U(2n− 2).

Substituting these into (24) we get our desired identity when ν = 0.

When ν > 0 is even we have to prove

(1− z)

∞
∑

n=0

T (2n)zn + z

(

1

X
−X

) ∞
∑

n=0

T (2n+ 1)zn =
(

1− z

X2

)

∞
∑

n=0

U(2n)zn

This boils down to the same identity (24) we just proved.

Finally, when ν is odd we have to prove
(

1

X
−X

) ∞
∑

n=0

T (2n)zn + (1− z)
∞
∑

n=0

T (2n+ 1)zn =
(

1− z

X2

)

∞
∑

n=0

U(2n + 1)zn

i.e. that
(

1

X
−X

)

T (2n) + T (2n+ 1)− T (2n− 1) = U(2n + 1)− U(2n− 1)

X2
.

Again this is a simple change of variables from (24). �

Thus applying Lemmas 7 and 8 to (18) we have shown for sufficiently small positive a
(depending on ǫ),

(25)

S 6=0
A (D; ℓ) =

∑

α∈A

1

2πi

∫

(a)

W̆ (s)Ψ̆(1−s−α)N s8−s−αχ(1/2+s+α)
B̃(2)((A′)s ∪ {−α− s}; ℓ)

2ζ [2](2)
D1−s−α ds

+O(N1/2DǫY 1+ǫℓ
1
2
+ǫ +D1+ǫℓǫ/Y 1−ǫ),

5.2. Extracting an average in d. Finally we will show that the right hand side of (25) can
be replaced by the expression we began with, appearing on the right hand side of Theorem
1. Theorem 1 involves an average over d of the sums B(2d), whereas what we have proved
in (25) involves the function B̃(2), in which the sums defining B(2) have by multiplied by the
factors anℓ. The passage to Theorem 1 from (25) is motivated by an identity,

(26)
∑

(d,m)=1

µ2(2d)Ψ(d/D)d−υ ∼ 1

2ζ [2](2)
amΨ̆(1− υ)D1−υ,

as D → ∞, which holds for m odd and υ with small real part. (We will use (26) only to
motivate the discussion that follows and so we will neither prove it nor specify how small υ
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must be.) Heuristically, one may pass between Theorem 1 and (25) by applying (26) with
m = nℓ and υ = s + α. Unfortunately the series defining B(2d)((A′)s ∪ {α − s}; ℓ) and

B̃(2d)((A′)s∪{α−s}; ℓ) will not converge absolutely for variables s and sets A in the relevant
range for Theorem 1 and (25). But we have the following result, which may be thought of
as expressing the same idea: for ℜs = a > 0,

(27)
∑

(d,ℓ)=1

µ2(2d)Ψ(d/D)
∑

α∈A
(8d)−s−αχ(1/2 + s+ α)B(2d)((A′)s ∪ {−α− s}; ℓ)

=
∑

α∈A
Ψ̆(1− s− α)8−s−αχ(1/2 + s+ α)

B̃(2)((A′)s ∪ {−α− s}; ℓ)
2ζ [2](2)

D1−s−α

+O(D1/2−a+ǫ),

for any ǫ > 0, uniformly for all odd ℓ.

The reader may have noted that the left hand side and right hand side of (27) are linear
combinations of simpler expressions, and it is tempting to prove this result by removing the
sum over α ∈ A and treating each piece individually. This would work, but for the possibility
that some α ∈ A are very close in which case the individual terms B((A′)s ∪ {−α− s}) will
have singularities. It is only by summing them together that these singularities cancel out
and a result of this sort is proved for all possible sets A with the error term that is claimed.

Let use proceed to the proof of (27) which will occupy the rest of this subsection. We

define the function B̃(2)
(w)(B; ℓ) = B̃(2)

(w)(β1, ..., βk; ℓ) for ℜw > 0 and ℜβi > 0 for all i by

B̃(2)
(w)(B; ℓ) :=

∑

(n,2)=1
nℓ=�

τB(n)√
n

∏

p|nℓ

pw

pw + 1
.

Note that if ℜw > 1 and ℜβi > 0 for all i,

(28)
∑

(d,ℓ)=1

µ2(2d)

dw
B(2d)(B; ℓ) =

∑

(d,ℓ)=1

µ2(2d)

dw

∑

(n,2d)=1
nℓ=�

τB(n)√
n

=
∑

(n,2)=1
nℓ=�

τB(n)√
n

∑

(d,nℓ)=1

µ2(2d)

dw
= B̃(2)

(w)(B; ℓ)
ζ [2](w)

ζ [2](2w)
.

We will use (28) to prove (27), but first we must discuss an analytic continuation of B̃
(2)
(w)(B; ℓ)

in the parameters B.
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Note that for ℜw > 0 and ℜβi > 0 for all i (and ℓ odd),

B̃(2)
(w)(B; ℓ) =

∏

p>2
p∤ℓ

(

1 +

∞
∑

n=1

τB(p
2n)

pn

( pw

pw + 1

))

×
∏

p|ℓ
νp(ℓ) even

(

∞
∑

n=0

τB(p
2n)

pn

( pw

pw + 1

))

∏

p|ℓ
νp(ℓ) odd

(

∞
∑

n=0

τB(p
2n+1)

pn+1/2

( pw

pw + 1

))

.

Likewise note that B(2)(B; ℓ) has the same Euler product in which the factors pw

pw+1
have

been replaced by 1. Set

(29) F(w)(B; ℓ) :=
B̃(2)
(w)(B; ℓ)

B(2)
(w)(B; ℓ)

=
∏

p>2
p∤ℓ

(

1 +
∑∞

n=1
τB(p2n)

pn

(

pw

pw+1

))

(

1 +
∑∞

n=1
τB(p2n)

pn

)

∏

p|ℓ

pw

pw + 1
.

The Euler product defining F(w)(B; ℓ) will converge as long as ℜβi ≥ −1/4 + δ for all i and
ℜw ≥ 1/2 for δ > 0 and so we may extend the definition of F(w)(B; ℓ) into this domain. One
may check through the Euler product that on this domain for fixed δ > 0,

(30) F(w)(B; ℓ) =
∏

p>2
p∤ℓ

(

1 +O(
( 1

p1+2δ

))

∏

p|ℓ

pw

pw + 1
≪ 1,

where the bound is uniform in ℓ.

We return to (28); by analytic continuation it will also hold in the domain ℜw ≥ 1/2 and
βi ≥ −1/4 + δ for all βi ∈ B.

Hence if c > 1, and ℜβi ≥ −1/4 + δ for all i, and υ is any complex number,

(31)
∑

(d,ℓ)=1

µ2(2d)Ψ(d/D)d−υB(2d)(B; ℓ) =
1

2πi

∫

(c)

Ψ̆(z − υ)Dz−υ
∑

(d,ℓ)=1

µ2(2d)

dz
B(2d)(B; ℓ) dz

=
1

2πi

∫

(c)

Ψ̆(z − υ)Dz−υB̃(2)
(z)(B; ℓ)

ζ [2](z)

ζ [2](2z)
dz.

Thus putting υ = s+α and B = (A′)s∪{−α− s}, then summing over α ∈ A, we see that
the left hand side of (27) is

1

2πi

∫

(c)

(

∑

α∈A
Ψ̆(z − s− α)8−s−αχ(1/2 + s+ α)B̃(2)

(z)((A
′)s ∪ {−α− s}; ℓ)

) ζ [2](z)

ζ [2](2z)
dz.

Push the contour ℜz = c to ℜz = 1/2. The residue at z = 1 straightforwardly gives the
main term on the right hand side of (27), while the contour at ℜz = 1/2 will give the error
term.
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To verify the claimed error term, condense the sum in parentheses using Corollary 1 of
the Appendix, exactly as in the proof of Proposition 1 earlier. From (29) and (30), we have

B̃(2)
(w+υ)(B; ℓ) ≪ |B(2)(B; ℓ)| as long as ℜz ≥ 1/2 for index sets B with all elements to the

right of the line right real part −1/4. The decay of Ψ̆(z − s − α) means the integral will
be effectively localized to z close to s + α. Use Lemma 1 and the Lindelöf Hypothesis and
Stirling’s formula (7) to see that the error term claimed in (27) is obtained.

5.3. Completing the proof of Theorem 1. Applying (27) to (25) we have, for sufficiently
small a > 0,

S 6=0
A (D; ℓ) =

∑

(d,ℓ)=1

µ2(2d)Ψ

(

d

D

)

1

2πi

∫

(a)

W̆ (s)N s
∑

α∈A
X8d(1/2+s+α)B(2d)((A′)s∪{−α−s}; ℓ) ds

+O(D1/2+ǫ +N1/2DǫY 1+ǫℓ
1
2
+ǫ +D1+ǫℓǫ/Y 1−ǫ)

From (11) we have an analogous expression for S0
A(D; ℓ). Optimize the parameter Y by

setting Y = D1/2/ℓ1/4 in both cases. The decomposition SA = S0
A + S 6=0

A then yields the
Theorem as long as the real part of the line of integration a is chosen sufficiently small based
on ǫ.

But clearly one may shift the contour in the Theorem between contours with sufficiently
small and fixed real part since the functions B(2d)((A′)s ∪ {−α− s}; ℓ) will cross no poles in
such a contour shift. This proves the Theorem for small fixed a, e.g. a = 1/10.

Appendix A. Symmetric sums and contour integrals

In this section we prove a few results which condense permutation sums with singularities
into contour integrals. The method dates at least back to [CFKRS, Sec. 2.5]. We use the
following notation:

∆(α1, ..., αk) :=
∏

i<j

(αj − αi),

with the convention for a singleton ∆(α1) := 1. Similarly we set

∆(z1, ..., zj;α1, ..., αk) :=

j
∏

r=1

k
∏

s=1

(zr − αs).

Note that ∆(α1, ..., αk)
2 is symmetric, and ∆(z1, ..., zj ;α1, ..., αk) is symmetric in z1, ..., zj

and α1, ..., αk.

Proposition 2. Let A = {α1, ..., αk} be a collection of complex numbers, and for j ≤ k
consider G : Cj → C. Suppose E is an open connected set in C containing A, and G(z) =
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G(z1, ..., zj) is analytic in each zi on the region E (taking all other variables zs as fixed).
Then

1

(2πi)j

∫

Γ

· · ·
∫

Γ

G(z)∆(z)2

∆(z;A)
djz =

∑

u1,...,uj∈A

distinct

G(u1, ..., uj)

∆(u;A− u)
,

where Γ is a closed curve or union of closed curves in E which encircles each element of A
exactly once.

The right hand side is well-defined if all elements of A are distinct, and if it is interpreted
by continuity in α1, ..., αk if some elements of A coincide, this relation remains true with the
right hand side bounded.

On the right hand side, we have let u be a shorthand for the elements u1, ..., uj, so that
∆(u;A−u) = ∆(u1, .., uj; v1, ..., vk−j) where v1, ..., vk−j are the elements of A not in u. Note
that in the sum on the right hand side u1, ..., uj can appear in any order, so that if G is a
symmetric function in j variables, the left hand side will be

j!
∑

U⊂A
|U|=j

G(U)

∆(U ;A− U)
.

Proof. We first suppose all elements of A are distinct. Then the residue theorem gives that
the left hand side is

=
∑

u1,...,uj∈A

G(u1, ..., uj)∆(u1, ..., uj)
2

∏j
r=1

∏

α∈A−{ur}(ur − α)
.

But if any of u1, ..., uj coincide, ∆(u1, ..., uj)
2 = 0. Otherwise

∆(u1, ..., uj)
2

∏j
r=1

∏

α∈A−{ur}(ur − α)
=

1

∆(u;A− u)

and the claim is proved.

Now note that the left hand side in the theorem is analytic in the interior of Γ for each
variable αi. Thus any singularity appearing in the sum of the right hand side must be
removable, and the right hand side can be interpreted by continuity and will remain bounded.

�

Corollary 1. For A = {α1, ..., αk} a collection of complex numbers, E an open connected
set in C containing A, and Γ a union of closed curves in E which encircles each αi exactly
once, suppose F (z;w) = F (z1, .., zj ;w1, ..., wk−j) is analytic in each variable in the region E,
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as in Proposition 2. Then

(32)
1

(2πi)k

∫

Γ

· · ·
∫

Γ

∫

Γ

· · ·
∫

Γ

F (z;w)∆(z;w)∆(z)2∆(w)2

∆(z;A)∆(w;A)
dk−jw djz

=
∑

u1,...,uj,v1,...,vk−j∈A

distinct

F (u; v)

∆(u; v)
.

The right hand side is well-defined if all elements of A are distinct, and if it is interpreted
by continuity in α1, ..., αk if some elements of A coincide, it will remain bounded.

Note that if F (u; v) is a symmetric function in the ℓ variables of u and is likewise a
symmetric function in the k − j variables of v, then the right hand side of (32) will be

= j! (k − j)!
∑

U⊂A
|U|=ℓ

F (U ;A− U)

∆(U ;A− U)
.

Proof. As before we suppose the elements of A are distinct to begin. Apply Proposition 2
to both the z and w integerals. We have the right hand side of (32) is

=
∑

u1,...,uj∈A

distinct

∑

v1,...,vk−j∈A

distinct

F (u; v)∆(u; v)

∆(u;A− u)∆(v;A− v)
.

The term ∆(u; v) will vanish if u and v share any common elements, so we may suppose that
u and v have no elements in common. In this case ∆(u; v)/∆(u;A−u)∆(v;A−v) = 1/∆(u; v)
as claimed.

As in the previous proof, if elements of A are not distinct, because the left hand side
is analytic in the interior of Γ, we may interpret the right hand side by continuity and all
singularities will be removable. �
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